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ABSTRACT

A NOVEL APPROACH FOR NO-REFERENCE QUALITY
ASSESSMENT OF JPEG2000 IMAGESAND H.264 VIDEOS
BASED ON HUMAN VISUAL SYSTEM

KEYWORDS: No Reference, Image Quality Assessment, Video Quality Assessment,
Human Visual System, JPEG2000, H.264, threshold, human
judgements.

The quality assessment is one of the most intriguing challenges in the media
environment during the last decade in many applications. The images and videos are
captured using different devices like handycams, cameras, and mobile phones. The
captured image and video data is stored in memory and transmitted from one device
to other device or accessed from the web. The important task for any image and
video quality metric is to assess the quality of the image/video on par with human
visual system in subjective judgement.

The quality assessment algorithms are classified in accordance with the information
available about the original images and videos. The quality assessment can be done by
using Full Reference (FR), Reduced Reference (RR) and No Reference (NR)
methods. The entire original image/video is available as areference in FR method. FR
methods are based on comparing distorted image/video with the original image/video.
RR method is not required to give access to the origina image/video but only to
provide representative features about texture or suitable characteristics of the original
image/video. In NR method, image/video quality assessment is done without
considering the original image/video. In recent years, there has been increasing
interest in the development of NR methods due to the widespread use of multimedia
services in the context of wireless communications and telecommunications systems.
In the last few decades, the quality assessment of the images and videos are based on
the known characteristics of the Human Visua System (HVS). A new paradigm for
image and video quality assessment based on the HVS is highly adopted for distorted
images and videos. No Reference image and video quality assessment algorithms are
developed by using machine learning techniques along with human judgements for
quality. The approach of quality assessment based on product of pairs and their
localized distortions of adjacent pixels with the difference of one. If that concept is



considered, only four orientations are covered in the BRISQUE (Blind or
Referenceless Image Spatial Quality Evaluation) algorithm, which is not suitable for
the overall image metric calculation. Thisis the drawback of BRISQUE algorithm. To
overcome this drawback, the proposed algorithm considers six orientations with
difference in adjacent pixel values.

The proposed algorithm is No Reference Distortion Patch features Image Quality
Assessment (NRDPF-IQA) for images and No Reference Distortion Patch Features
Video Quality Assessment (NRDPF-VQA) for videos. The proposed algorithm
estimates the quality of image/video based on the distortion patch features of the
image/video and patch size of the image/video. The NRDPF-IQA is developed based
on Human Visua System to follow the visibility threshold of the images and to obtain
the overall image quality scores.

In the Human Visua System models, two fundamental tasks are performed. One is
predicting the significance of the image/video. Another one is to predict the visual
significance of images including mechanisms to simulate. HV'S based analytics are
usually developed with regards to either a bottom-up or a top-down view point. The
features of the different HVS elements are developed by computational methods and
incorporated into a natural design of recognizably good quality. The quality of
image/video is judged by stereo operators in subjective scales for contrast, sharpness,
granularity, interpretability and overall quality.

The functions for forecasting the perceived picture quality are extracted by
considering Human Visual System factors such as contrast, sharpness and luminance.
Picture quality assessment involves calculating the functional relationship between
HV S functions and subjective test scores. Here, the problem of quality evaluation is
modified to a classification problem and fixed using No-reference distortion patch
features image quality assessment criteria. The features are calculated from locally
normalized luminance of pixels and differences of locally normalized luminances
under a spatial domain. In spatial domain, no transformation technique is required.
The proposed agorithm estimates quality based on features of the image. The no
reference distortion patch features IQA model utilizes a spatial domain approach
based on L-moments. NRDPF-IQA is statistically better than the Full-Reference
PSNR, SSIM, MS-SSIM methods and other No Reference methods. NRDPF-1QA has
very low computational complexity compared with other models, making it well
suited for real time applications. NRDPF-IQA features may be used for distortion-



identification as well. Results show that NRDPF-IQA model perform better than the
state-of -the-art methods.

The NR quality metric for JPEG2000 images and H.264 videos are trained and tested.
The metric focuses on distortion patch features of the image, given their
predominance in JPEG2000 compressed images, and consider blur indirectly. The
quality performance of the work has been considerably improved by NRDPF-
IQA/VQA method. Each image/video is assessed by 36 human subjects and the
Difference Mean Opinion Scores (DMOS) is recorded along with the Spearmen Rank
Order Correlation Coefficients (SROCC) and Pearson (Linear) Correlation
Coefficients (LCC) values. The evaluation is done by the publicly-available
IQA/VQA databases.

Finally, the quality assessment of JPEG2000 images and H.264 videos are anayzed
based on Human Visual System using NRDPF-IQA/VQA agorithm. Owing to the
many approaches to No Reference Distortion Patch Features Image/Video Quality
Assessment (NRDPF-1QA/VQA) is being implemented on using LIVE database and
Vignan University database of distorted images/videos. Based on these findings, it is
revealed that the distortion patch features of no reference image/video have an impact

on the overall quality assessment.
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1. INTRODUCTION

1.1. General

The individual Human Visual System (HVS) is oftagarded to be the most popular of
our feeling body parts to acquire information frime outside globe (C.J.Van et al., 1996).
Without our vision human would live in night and wi@ not be able to appreciate the
elegance around the globe around us. During aljestaf individual progress our sight
were tailored to monitoring a habitat. This has ified only in recent years with the

implementation of many visible technological innteas such as TV, theatre, computer
displays, and most lately mobile phones. These lpogachnological innovations now

highly impact our daily work and personal life anthny people, especially of young
people, have complications visualizing a time befilvese technological innovations were
available. Hence, it is getting more and more ueetbt just looking at the habitat around
us, but rather at synthetic copies, with regardsléatronic pictures and video clips. This
is especially allowed through latest developmentmieraction technological innovation,

such as the Internet ant! generation cellular stereo systems, which allobnsigsion and

discussion of visible content in a popular way.

The range of picture and movie handling technighas accomplish visible copies of the
actual life is broad and includes picture and mosaeguisition, enhancement, and
interaction techniques (chin et al., 1999). Theshniques are usually designed based on
a compromise between technical resources and #ieleviquality outcome. Since it is
accustomed to outstanding quality natural scenestits, it is one-sided to expect also a
certain degree of quality from its digital visiblepresentations. However, the quality is
often reduced due to many impacting factors, inolgidcapture, transmitting, and display
of the picture or movie. These processes poteyiiattoduce disturbances into the visible
material resulting in a reduction of perceived gyallhis is often due to the naturalness
of the visible scene being affected, meaning, tmambponents are changed or presented

that are not observed when looking at natural sstatestics.

The deterioration in quality depends extremely lo@ ttype and severeness presented by
the different handling actions. Visual materialse ahus particularly interested in
measuring the quality loss presented in any ofhiwedling actions involved, which is
important for ensuring a certain level of visiblgerience to the viewer. This is especially
crucial for Wi-Fi network suppliers (R.W.Heath &t 2013), as the Wi-Fi route comprises

an untrustworthy and unforeseen medium that carsecagevere degradations to the
1



transmitted signal. The limited data transfer usafgne Wi-Fi route in conjunction with
the lots of picture and movie data, comprise a weigraction solutions are considerably
more difficult, compared to the traditional voicelgions, for which reliable interaction

networks have been in place for many years.

One of the major difficulties in interaction systenand in particular Wi-Fi solutions, is
therefore the design of systems that meet the Quality of Service (QoS) specifications
of Wi-Fi image and video programs to guaranteertareQuality of Experience (QOE) to
the end-user (F.D.Simone et al., 2009). In ordepoliserve the standard of the Wi-Fi
interaction solutions, appropriate analytics aredeel that are able to perfectly evaluate

the end-to-end visible quality as recognized bydh&tomer.

The causing analytics can be utilized to execuieieht web link variation and resource
management techniques to meet up with the stri& pecifications. Traditional web link
part analytics, such as Signal-to-Noise Ratio (SHIR) Bit Error Rate (BER), have been
widely used to execute this task but were foundntd appropriately indicate the
subjectively recognized quality (Q.Huynh-Thu et 8D08), as the impact of transmitting
mistakes on the visible indication may differ sigrantly based on the location of the
mistakes in the bit flow (P.Brun et al., 2004, Tilat al., 2009).

1.2. The Conventional Image Metrics

With the increasing appearance of digital visibledm, quality assessment has been
recognized as an important tool for design. Esfigcithe initiatives in visible quality
assessment have improved considerably, leadingntorder of quality analytics that have
been suggested. However, this research field isidered to be still premature, as there
are no commonly approved Image Quality Metric (IQ&h)d Video Quality Metric
(VQM) that work well under a variety of differenbreditions (T.Liu et al., 2009).

In the areas of conversation and sound, therenar&edmmonly approved methods, one is
the Perceptual Evaluation of Speech Quality (PESQ) the other one is Perceptual
Evaluation of Audio Quality (PEAQ). Thus, the traminal constancy analytics such as the
Mean Squared Error (MSE) and the related optimuakBgnal-to-Noise Ratio (PSNR)
are still primarily used for tracking program perfance. With the developments in
perceptual quality assessment, however, the appodvaisible quality analytics as an

alternative to PSNR is gradually becoming a reality



To completely understand the benefits of percepquality analytics, it is favorable to
examine the qualities of the trusted analytics,hsas PSNR, and recognize their
disadvantages in regards to forecast of recognible quality. Pictures and video clips
are provided on a digital device in a pixel-basgshion, where each pixel is showed by a
luminance value and corresponding chrominance iptesc The widely used PSNR,
however, assesses the fidelity between two imagesy) and/,(x, y) on a pixel-by-pixel

basis as given in equation (1.1)

2
PSNR = 10logﬁ (1.1)

wherez isthe maximum pixel value, typically 255. The MSHjigen as given in equation
(1.2)

MSE = = 3%, 2¥ 1 [11(x y) — L(x, y)]? (1.2)
with ¥ and ¥ denoting the horizontal and vertical image dimensjaespectively. The
easy, pixel-based distinction computation is compaomally very efficient; however, it is
also the primary purpose why PSNR and MSE displaymany situations a bad
connection with recognized visible quality. Thistes say that PSNR does not usually
execute poorly, that's why it has thus far bees@mmonly used, especially in the picture
and movie programming group (Q.Huynh-Thu et alQ&0

1.3. Subjective Image/Video Quality Assessment

The simple, pixel-based analytics can usually bgamded as kind of a ‘worst case’

scenario in relation to forecast of recognizedblesiquality. On a range measuring the
efficiency in predicting perceptual quality, themealytics therefore represent the lower
end. On the other hand, individual experts are llysuagarded to be the best judges of
visible quality and very subjective evaluation teicjues are regarded to be the most
reliable actions of recognized visible quality (RuB et al., 2004). Subjective evaluation
techniques are thus often regarded as a ‘grourial far quality forecast and hence, form

the higher end of a quality forecast efficiencygan

For IQM and VQM to predict recognized visible gtxlwell, very subjective quality

ratings are thus needed for the metric design afidation. These are usually obtained by
conducting picture and video quality tests, inviedyia number of individual experts that
rate the quality stimuli presented to them. Theaultegy Mean Opinion Scores (MOS), as
an average over all experts, then constitute a sigbjective measure of recognized visible

quality. There are several international stand#nds specify in detail the procedures for
3



very subjective picture and video quality testst thlaould be followed to obtain valid

outcomes in terms of MOS.

The most commonly used standards are specifiechéyirtternational Telecom Union
(ITU). As per the Radio communications industrytbé ITU (ITU-R) standards, the
techniques for television pictures in Rec. BT.5Q0¢ITU et al., 2002) were identified
such as both dual and individual stimulation meghobh the individual stimulation
ongoing quality evaluation method, the quality r&te stimulation is ranked without any
referrals to the original stimulation. On the otlh@nd, both the referrals and the altered
stimulating elements are ranked using the dual w&tion ongoing quality scale.
Similarly, techniques for multimedia programs aedited in Rec. P.910 by the Telecoms
industry of the ITU (ITU-T), such as an Absolutea§lification Ranking (ACR) for
individual stimulation evaluation and the DegradatClassification Ranking (DCR) for
dual stimulation evaluation.

It is because of these specific techniques that sebjective quality tests are commonly
accepted measures of perceptual quality. Howekiesettechniques also require a careful
style process, which makes very subjective testsllystedious and time intensive. The
results of subjective quality tests in terms of M&® instrumental though, for the style
and approval of perceptual IQM and VQM. In addititrey provide valuable insight into
human visual perception of natural image and vic&atent in the presence and absence
of distortions.

With the turn of the century it has been progresgiwnoticed that efficient and precise
visible quality analytics can only be obtained tigh a thorough understanding of
individual visible understanding in regards to bisimedia (N.D.Narvekar et al., 2009).
For this reason, several subjective researches wanducted to assess the effect of
various system factors on visible understandingy(Zt al., 2002) analyzed the effect of
watching distance on quality understanding andodisied, that there is no factor between
two examined watching ranges. (Barkowsky et alQ90analyzed the effect of picture
demonstration time on the final MOS.

It was discovered that MOS from smaller demonsiragieriods can perfectly be expected
from MOS given after longer demonstration perid@sH.Bae et al., 2009) examined the
trade-off between spatial quality and quantizatidisturbance and discovered, that
individual experts prefer, to some degree, a lowality to reduce the exposure of the
pressure relics. (C.Zetzsche et al., 1989) conduetwly research on the impact of

different quantization factors and structure in@L/AVC movie on the causing quality.
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More recently, (M.Ries et al., 2008) analyzed tbhecpptual quality of H.264/AVC movie
containing bundle reduction. (M.H.Pinson et al.020in comparison the very subjective
quality variations between H.264/AVC and MPEG-2 foigh-definition television,
verifying the common perception that H.264/AVC pd®s similar quality at half the bit
amount. (Zhai et al., 2008) discovered that recgphiquality is impacted in climbing
down order of importance by the encoder type, maaatent, bit amount, structure
amount, and structure size.

The detectability of artificial preventing, clouduzzing, and disturbance relics has been
analyzed (M.C.Q.Farias et al. 2007) in a sequemndests. Amongst other results, it was
determined that mistake exposure and recognizédtion are highly associated. The
exposure of different types of disturbance in retuictures has been analyzed (S.
Winkler et al., 2004), who determined that the utisance limits increase significantly
with picture activity. (R.R.Pastrana-Vidal et &Q06) revealed in their study, that overall
recognized movie quality can be approximated fragpasate spatial (sharpness) and
temporary (fluidity) quality decisions.

(Q.Huynh-Thu et al., 2008) analyzed the effect emporary relics in movie and
discovered that quality understanding is more seho suffering from jitter as in
comparison to jerkiness relics. (T.Liu et al. 20@8amined the effect of various bundle
reduction styles, considering the reduction dumgti@gularity, and temporary location
based on PSNR actions. It was determined that tyuaduces linearly with reduction
duration and is preservative based on the variefipitures. (G.W.Cermak et al., 2009)
interviewed people about the appropriate varietgifations in consumer movie. It came
out that on average customers would not accepisréti be more regular than once an
hour, unless, the service cost is considerablyaedlu

These studies emphasize the many impacting aspleatsimpact on the individual
understanding of visible quality. Integrating dlese aspects into a quality measurement
would likely result in a measurement that showd e individual visible understanding
of quality. However, such a measurement would ats® highly complex and
computationally expensive, thus finding little usemany applications that have strict
boundaries on computational complexness.

To support reproducible research and to allow faality metric design and approval,
several picture and movie quality database have loeeated openly available. These
databases usually consist of the stimuli that weresented during the subjective

experiment and the quality scores that were obdafr@am the human experts. Probably



the most widely used picture quality database lz@eMtICT database (Z.M.P.Sazzad et al.,
2010), the IRCCyN/IVC database (P.Le Callet et 2005), and the LIVE database
(H.R.Sheik et al., 2005), which are based on tlsesmsnent of distorted pictures mainly
containing source programming relics and synthegiccs such as white-noise. More
lately the elaborate TID picture quality databass been available (N.Ponomarenko et
al., 2009), which covers a wide range of relics pravides MOS based on hundreds of
experts. The latest picture quality databases leeCSIQ (D.M.Chandler et al., 2010),
containing pictures with source programming distimdes and synthetic disturbance. For
many years, the FRTV Phase | database by the \Quedity Experts Group (VQEG) was
the only available movie quality database and has extensively been used for VQM
design and approval. This has been changed latiéthysgveral video quality databases
which was openly available. The NYU database caostaideo clips with packet loss
disturbances. Two LIVE video quality databases famther available of which one
database contains video clips with both compressiod transmitting disturbances
whereas the other database is focused on Wi-Fi eonwations disturbances. The EPFL-
PoliMi video quality database (F.De Simone et 2009) has been created, focusing on
transmitting disturbances. The latest release és ERFL 3D movie quality database,

allowing for upcoming 3D VQM to be designed anddaied on.

1.4. Visible Quality Analytics

Visible quality analytics can usually be describedh regard to two different main
aspects that are regarded in the measuremenisbgdess:

1. The underlying knowledge and assumptions albmuH\VS.

2. The scope of visual distortions that are acaifdr by the quality metric.

This difference is portrayed with the two primargpacts being highlighted by these
aspects.

Factor 1. Human Visual System: Perceptual visible great quality analytics ainmtdate
the understanding of an individual viewer and ashsut is user-friendly to integrate
features of the HVS into the measurement desigogso(X.Zhu et al., 2010). This can be
done to different levels of complexness, which efrgm only simple estimates of some
appropriate HVS qualities to very complicated teghas integrating precise designs of
the HVS. In common, one can say that more comgit&tchniques often result in better
great quality forecast efficiency, which comeshat price of greater computational price.

As recommended in (H.Liu et al., 2010), HVS-basedlyics are usually developed with
6



regard to either a bottom-up or a top-down viewpdtollowing the former strategy, the
features of the different HVS elements are caledlaby computational methods and
incorporated into a natural design of recognizezhgquality.

The aim of this strategy is to develop a computetialesign that features in identical way
as the important areas of the HVS that are engamggceat quality understanding. On the
other hand, analytics following the top-down viewpalo not aim to imitate each HVS
element individually, but are depending on advanstje presumptions about great
qguality handling in the HVS (R.Soundararajan et 2013). As such, the HVS is handled
as a dark box and the input-output regards is tedgen, instead of the features of the
HVS. The boundary between the two concepts is an@ded great quality analytics can
integrate both, particular features of the HVS alsth advanced stage presumptions about
the great quality understanding in the HVS.

Factor 2: Visual distortions: Based on what distortions types are included, gpual
quality analytics can further be classified intantnon objective analytics and program
particular analytics. General objective designsp alometimes referred to as worldwide
designs, do not create any particular presumptiegarding the disturbances in the visible
material.

As such, these analytics often focus on commorufesat such as natural scene research
(sheikh et al.,, 2005), and usually follow a HVSatell style, with the aim of
implementation in a variety of programs. On thetcany, program particular analytics
have particular information about disturbancesreate presumptions about disturbances
that can be expected in the visible material. Tihfsermation generally helps to make
simpler the measurement style and to improve qufiecast efficiency for the particular
program. At the cost of worse efficiency, when iempented in a different perspective
than the need for growing quality assessment. Teéasnrement has been intended to get
the good quality of the image. These analytics @qérform badly if used, for instance,

to evaluate JPEG2000 pictures, which contain cenaldy different disturbances.

1.5. HVS based Assessment

To provide an introduction to the developments igible quality evaluation thus far, it
emphasizes in the following some of the objectaed evaluation some of the significant
efforts. After assessing the early works, it loakarticular at the developments in FR,
NR, and RR quality evaluation.



Early perform goes back several decades with greality designs being developed for
black and white pictures by Mannos and Sakrisonfantlack and white movie series by
(F. Lukas et al., 1982). The knowledgeable impdrianprovements in the 1990’s and at
the turn of the millennium, with essential execatecomplex HVS-based quality styles
The Noticeable Variations Forecaster by (S.Dalglet1993) calculated picture constancy
as a function of display factors and watching coods. The VDP was later tailored by
(A.Bradley et al., 1999) particularly for waveletntered programs. (P.C.Teo et al., 1994)
suggested a distortions measure in accordance thehsteerable chart convert and
comparison normalization.

(C.J.Van den Branden Lambrecht et al.,, 1996) desdria multi-channel design of
individual spatio-temporal perspective, specifigglarameterized for movie. The more
general Sarnoff design suggested by Lubin actitNi3 th visible stimulating elements,
depending on psychophysical concepts of individugible elegance performance.
(S.Winkler et al., 1998) suggested a PDM both faloic pictures and for color movie,
depending on several qualities of the HVS, suatoés understanding.

The Digital Video Quality (DVQ) metric by (Watsort al., 2001) is depending on an
intricate HVS design and was revealed to perfornthin same way well to the Sarnoff
JND design. Martens performed multidimensional ntiadeto account for different
factors that impact on the overall great qualilgs@ing. This was in accordance with the
speculation that the applying from joint multidinseanal features to single overall great
guality reasoning may differ considerably betweadividual experts. Similar to the
remarkable initiatives towards finding possible igas of individual visible
understanding, research initiatives were still pamdus towards simple mathematical
analytics.

This was likely motivated by the great computatloc@mplexness of the HVS designs
and the computational restrictions of most pictamel movie handling systems. Towards
the end of the 1990’s, the pattern then shiftedesanat away from the intricate HVS-
based analytics (bottom-up approach) towards megknblogical innovation motivated
analytics that often integrate some advanced lgredumptions about the HVS (top-down
approach).

In the past several years, several FR analytice Ih@en suggested that are expected to
have a good connection with human understandingaltiee accessibility to the referrals
image/video. Even though these analytics find ditthg use for application in interaction

viewpoint, it includes some major efforts in thesearch for completeness. The Picture



guality Range (T.Yamashita et al., 2000) is based wariety of spatial and temporary
features produced from movie, such as jitter, dpadisturbance, and cloud. A blockiness
sensor for MPEG movie is suggested (H.Tang et 2l11). Besides the preventing
removal this measurement also has a simple pemegdsign. The SSIM catalog (Wang
et al. 2011) is in accordance with the supposittaat the HVS is tailored to removal of
structural rather than pixel details. The SSIM loggas these days probably the most
widely used picture quality measurement which catiriked to its well balanced bargain
between complexness and quality forecast efficiency

The Visible Information Constancy requirements (Bfeet al., 2006) techniques the
standard forecast problem from details theoretewpioint. The VIF requirements has
been developed in the same group as the SSIM gasald is actually often excellent to
SSIM, which comes at the cost of higher computaliocomplexness. The Visible
Disturbances Evaluate (W.Lin et al., 2005) is basedocal comparison changes and has
been found to be particularly effective in calcigt cloud relics and luminance
modifications. The Visible Signal-to-Noise Ratio§MR) by Tempe and Hemami deploys
a two-stage approach, with the first level idemtifya distortion recognition limit. If the
distortions are suprathreshold, then the VSNR ikut@ed based on recognized
comparison and international priority qualitiesioé HVS.

The Most Obvious Disturbances measurement (E.CGobaes$ al., 2010) is in accordance
with the supposition that the HVS deploys differesitategies for identifying picture
quality, based on if the visual distortions arerrtbeeshold or suprathreshold. Thus, the
design records for a detection-based techniqueeivery best pictures and an appearance-
based technique in poor pictures. The measurenuggested (A.C Bovik et al., 2010)
expands the current SSIM index by a three-stagegmads consideration for different
groups of local content; sleek areas, distinctieags, and edge areas.

The effects of temporary characteristics in vidboth from material and a distortion
viewpoint, have progressively been resolved initppateasurement design. A temporary
modification factor is implemented in perform, imldition to a pressure distortion
measurement, to consideration also for the effécstaucture amount on the overall
recognized quality. The measurement (H.Liu et QLA records for both, degradations
through source programming and bundle reductiomei®¢ factors are incorporated into
the measurement with regards to their effect orotlezall recognized quality, such as the
reduction length, the reduction intensity, reductiocation, the variety of failures, and the

reduction styles.



The temporary modifications of distortions are uted in the performance (Ninassi et al.
2009) by implementing short-term and long-term terapy combining techniques. In
particular, the short-term combining was recognizedbe essential for helping the
standard forecast efficiency of the measuremené Témporal Velocity Aware Video
Quality Measure by (Barkowsky et al., et al., 2088 mainly concentrates on temporary
issues, such as structure gets frozen and thereegemt for, structure amount reduction,
impact of field reduces, and the monitoring of éx@osure of altered things. The Motion-
based Video Quality Assessment, by (Seshadrinatha., 2010) includes both spatial
and temporary distortion actions, but concentrategarticular on analyzing movement
guality along calculated movement trajectories.

There have not been as many successful attemptiefioe NR quality analytics, in
comparison to the number of FR designs that haes Iseiggested. It is more trial of
quality forecast without any referrals. To help make NR measurement design more
responsive, most designs are in fact designedrte garticular applications for which the
expected disturbances are known. A NR quality nremsent for JPEG pictures is
suggested (Wang et al. 2011). The measurementdsaus preventing relics, given their
predominance in JPEG compressed pictures, and taked ultimately into account. The
quality forecast performance of the work has begnifscantly improved (Y.Horita et al.
2006) through the introduction of regional functimmmputations. A simple quality model
for MPEG-4 movie, depending on frame amount and doitount actions, has been

suggested by (H.Koumaras et al. 2005).

A NR VQM in accordance with the variations of ragaregions between two successive
frames is suggested by (Yang et al., 2005). Thasations are weighted according to the
temporal activity in video. A quality measuremempdnding on motion characteristics
and content category is suggested by (M.Ries €2@0D8) for H.264 video, low-resolution

movie sequences. (T.Liu et al., 2009) suggestediadity measurement for JPEG and
JPEG2000 pictures, depending on nearby gradietigtgta. In addition to these particular
NR quality analytics, there are numerous analyhes are depending on single function.

The most commonly addressed relics include prergntloud, ringing, and sharpness. A
measurement mixing synthetic preventing, cloud, mmide relics is suggested (Watson et
al., 1997). The survey of NR quality evaluationealg that the analytics are program
particular or even particular. Quality shows thatisi still a long way towards truly
universal NR picture quality analytics.
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1.6. Visual Attention for Quality Assessment

Although the number and range of visible qualitglgtics that have been suggested thus
far is large, most of them do not take into accafindamental element of the HVS that
can be believed to have a major effect on the whaeding of overall recognized picture
and video quality. This HVS property is generalholvn as visible interest (S.Daly et al.,
1993) and includes higher intellectual handling lenpented to reduce the complexness of
area research. For this purpose, a part of théadeivisible details is chosen by moving
the concentrate of interest across the visible &methe most significant things. It is
because of the VA systems that the HVS is ablee dith the numerous amounts of
visible details that it is encountered with at amynediate in time.

Integrating designs of VA into visible quality euation can thus be believed to be very
valuable, since the audience may be more likeigeatify relics in extremely significant
areas, as compared to areas of low saliency. $Higrther reinforced by the fact that the
feedback level of the HVS, the retina, is extremsggce version in testing and handling
of visible alerts. The biggest precision is in thain point of concentrate, the fovea, and
highly decreases towards the outside of the visdnea. As such, disturbances in
extremely significant areas may be recognized inentletails and consequently, as being

more frustrating than disturbances in areas ofdaliency.

1.7. Objectives and Scope of the present work

The goal of this work is to evaluate the qualityJBfEG2000 images and H.264 videos

based on Human Visual System using No Referencdomans Patch Feature

Image/Video quality evaluation criteria approachisTanalysis involves:

1. To implement the No Reference Distortion Pateat&res Image Quality assessment
algorithm based on HVS [A-6].

2. To develop an algorithm for No Reference Imagel®y Assessment for JPEG2000
images based on Human Visual System [A-4].

3. To analyze the performance of No Reference InGagaity based on Human
Perception [A-3].

4. To study the informal complexity analysis of peaQuality based on HVS [A-5].

5. To implement the No Reference Distortion Patehttres Video Quality Assessment
algorithm for H.264 videos based on Human ®istystem [A-7].

6. To study the Low bit rate Video Quality Analysising NRDPF-VQA algorithm [A-1].
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7. To study the visually lossless level Video Quyalissessment using NRDPF-VQA
algorithm [A-2].

1.8. Organization of the Thesis

The thesis is organized into five chapters as ¥ailo

Chapter-1: Introduction,subjective data analysis, research motivation dojectives are
presented in this chapter.

Chapter-2: This chaptercovers the survey of literature pertaining to tlee raeference
image/video quality assessment.

Chapter-3: This chapter introduces No Reference image quadisgessment for
JPEG2000 and experimental results using other indegabases using NRDPF-IQA
method.

Chapter-4: This chapter introduces No Reference video quabksessment for H.264 and
experimental results using other video databaseg MRDPF-VQA method.

Chapter-5: This chapter concludes the research work that bas barried and presents

the future scope of the work done.
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The overall image/video quality assessment sceramio be described as shown in the

flow chart.
Quality Assessment
Image Quality Video Quality
Assessment Assessment
v v
v v v v
NR IQA FR IQA NR VQA FR VQA
methods methods methods methods
il v v v
Existing Methods Existing Existing Existing
M ethod Methods M ethods
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Fig.1.1. Image/Video quality assessment scenario
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2. REVIEW OF LITERATURE

2.1. Introduction

The survey of literature starting from the histatibackground and the developments in
image and video quality assessment, with main esiplan the development of quality
assessment based on Human Visual System and #laied issues are dealt in this
chapter. Existing modeling methods for the analgéisarious images and videos were
also thoroughly reviewed. The literature available QA, a No-Reference algorithm
approach for modeling of image and video qualitgeasments are also dealt in this
chapter.

With the release of networked portable devices Wwioan catch, store, pack, send and
display a wide range of audio visual stimuli; hidgfinition television (HDTV); loading
IP address TV (IPTV) and websites such as youtobe.d-acebook and Rediff etc.,
guantity of visible information of visible informan is making its way to consumers.
Because of this, efforts and resources are beitendgd to ensure that the end customer
is presented with acceptable Quality of Experie(@eE) (F.D.Simone et al., 2009).
While traditional QoE methods have focused on impr distribution networks with
regard to throughput, buffer-lengths and capagsrceptually enhanced distribution of
multi-media services is also quick gaining impoc&anThis is especially appropriate given
the intense growth in (especially wireless) videaffic and expected deficits in data
transfer usage. These perceptual techniques attempbvide an enhanced QoE to the
end-user by utilizing purpose actions of visibleajrquality.

Subjective referenceless or No-reference (NR) pecgreat quality evaluation represents
automated great quality evaluation of picture usangcriteria such that the only details
that the criteria gets before it makes a forecagjreat quality is the altered picture whose
great quality is being evaluated. On the otheraritie wide range lie full-reference (FR)
methods that need as feedback not only the alfgotare, but also a ‘clean’, breathtaking
referrals picture with regard to which the altepgcture is evaluated. Somewhere between
these two extreme conditions lie reduced-referéR€® techniques that have some details
regarding the referrals picture (eg., a watermdk),not the actual referrals picture itself,
apart from the altered picture (F.Lukas et al.,2)98

The strategy to NR IQA is in accordance with thg Keat organic pictures have certain
regular mathematical properties that are measurabtomized by the existence of

disturbances. The stabilized luminance coefficieitthe organic picture closely follow
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Gaussian-distribution, while the same does not lotdhe scientific submission of the
synthetic picture. Diversions from the regularity @rganic research, when quantified
properly, enable the design of methods able ofuatialg the perceptual quality of picture
without the need for any referrals picture.

By quantifying organic picture research and stayawgy from precise depiction of
disturbances, the strategy to great quality evaloais not restricted by the type of
disturbances that affect the picture. Such teclesidqo NR IQA are important since most
current techniques are distortion-specific (E.Csbar et al., 2010), i.e., they are able of
performing sightless IQA only if the disturbancdstt affects the picture is known
beforehand, e.g., cloud or disturbance or pressure.

Previously, other NSS-based distortion-genericrigples to NR IQA that mathematically
design pictures in the wavelet-domain (D.M.Chandderal., 2007) and in the DCT-
domain (M.A.Saad et al., 2012) are studied. Thdigipation here is a new NR IQA
design that is simply spatial, that depends onasiapNSS design which does not need a
applying to a different co-ordinate sector (wavel2€T, etc.) and so is ‘transform-free’,
that shows better ability to estimate individuatid®n of great quality than other well-
known FR and NR IQA models, that is extremely édfit, and that is useful for

perceptually improving picture handling methodshsas denoising.

2.2. Image and Video Quality Assessment

The growing approval and use of mobile Wi-Fi gadgeas become a major focus of
handling the Wi-Fi system facilities that was ially designed for speech and low-level
data, due to blast of great bit rate material efthrm of great data transfer usage pictures
and videos (K.Sharifi et al., 1995). This presartexciting process to change the service
quality in terms of Quality of Experience (QoE)th¢ end customer - a trial - since QoE
not only relies on the time different charactecstof the route due to following their
every move, powerful disturbance, flexibility, antbdifying plenty but also on a wide
range of other aspects, such as the material, itpanft pressure and the powerful
characteristics of the videos (M.Barkowsky et 2009). For example, the QoE might be
considered as inadequate for a high-motion aciid,fwhile that of a low-motion field
may be appropriate under the same route circumssanc

Modeling each of these aspects independently ionigt complicated but also incorrect.
A different, highly realistic solution is that obstracting these modifications away, by

trying to evaluate the QoE from the viewpoint of #nd customer (Zetzsehe et al., 1989).
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This is obtained using innovative designs of humasual understanding and the
mathematical qualities of the video clips are betongsidered. In this research, it shall
cover a wide range of such methods that estimaggatvQoE of a picture and video,
based on the quantity of information availabletfa criteria design.

The efficiency of any IQA model is best gauged tsydonnection with individual very
subjective judgements of quality, since the indisbis the ultimate receiver of the visible
indication. Such individual views of visible qugliare usually acquired by conducting
large-scale scientific testing on people, refet@e@s very subjective quality evaluation,
where individual observers rate a huge number efodied (and possibly reference)
signals (A.B.Watson et al.,, 2001). When the perspmions are averaged across the
topics, a mean perspective position or differenti@an perspective position is obtained
for each of the noticeable signals in the reseantiere the MOS/DMOS is representative
of the perceptual great organization's noticeafdécation. The goal of subjective quality
evaluation (QA) criteria is to predict quality rags for these alerts such that the ratings
produced by the criteria correlate well with indival views of indication quality
(MOS/DMOQOS).

Program of QA methods requires that these methamlepuate perceptual quality
efficiently. The Spearman’s rank ordered correlatoefficient (SROCC) and Pearson’s
(linear) correlation coefficient (LCC) between theedicted ranking from the criteria and
DMOS are usually used to access QA efficiency. phdicipation is the growth of a
NRDPF-IQA style, leading to neither a first of g&yNR IQA style which does not need
contact with altered pictures a priori, nor anyrtirag on individual viewpoint ratings. The
new NRDPF-IQA quality index works better than thellivknown FR peak signal-to-
noise-ratio (PSNR) and structural similarity (SSIM)lex and provides efficiency at par
with executing NR IQA approaches (Anish Mittal &t 2012).

Further, it observes that models are also restridteey can only catch common guideline
features of a particular choice of non-distortedtanal. Those do not globally signify
material particular implicit features. Also, theogth of such a data source needs the
impartial choice and servicing of thousands of ratuundistorted material
(A.M.Eskicioglu et al., 1995).

Most current referenceless IQA designs suggestefrewious times assume that the
picture whose great quality is being evaluated fieceed by a particular kind of
disturbances (K.Sharifi et al., 1995). These teghes extract distortion-specific functions

that report to lack of visible great quality, suak edge-strength at block boundaries.
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However, a few general purpose techniques for NR h@ve been suggested lately. (Lee
et al., 2007) developed a set of heuristic acttondefine visible great quality in terms of
advantage sharpness, unique disturbance and atdnatedisturbance while (S.Gabarda et
al., 2007), made anisotropies in pictures usingyRemtropy. (P.Ye et al., 2011) use gabor
filter centered regional appearance descriptotgpe a visible codebook, and understand
DMOS ranking vector, connecting each word with ghler quality ranking. However, in
the procedure of visible codebook development, dadation vector associated with
picture spot is marked by DMOS allocated to therergicture. This is doubtful as each
picture spot can present a different great qualgged on the disturbances procedure the
picture is affected with.

In particular, regional disturbances such as bumdthiction might affect only a few
picture areas. Also, the strategy is computatignakpensive restricting its usefulness
immediately programs. (R.Ferzli et al.,, 2009) swg@ a strategy which understands
collection of regressors trained on three differgrdups of functions - organic picture
research, disturbances structure research andnbise/ research. Another strategy
(S.H.Bae et al., 2009) is based on a multiple oVelet, wavelet and cosine converts.
Although these techniques perform on a wide rarigisturbances, each set of functions
and converts serves only to certain kinds of distoces processes.

Previous NR QA designs are studied, following & \tiewpoints, first fully designed in
(S.Suthaharan et al., 2009), that NSS designs gwopiowerful tools for searching
individual decisions of visible disturbances. Therfprmance on NSS centered FR QA
methods (S.Winkler et al., 2004) more latest RRgihss(Soundararajan et al., 2012) and
very latest perform on NSS centered NR QA (Wanglgt2011) have led us to the
conclusion that visible functions based on NSS l@agarticularly effective and simple
QA designs (A.K.Murthy et al., 2011). The NSS ceateNR IQA design, known as the
Distortion Identification-based Image INtegrity axdrity Evaluation (DIIVINE) catalog,
deploys conclusion research based on an NSS waseddticient design, using a two
level structure for QA: distortion-identificationolfowed by distortion-specific QA
(A.K.Murthy et al., 2011).

The DIIVINE catalog works quite well on the LIVE Kdatabase (H.R.Sheikh et al.,
2005), achieving mathematical equality with thd-faference SSIM index (Z.Wang et al.,
2004). A supporting strategy designed simultanggusimed BLind Image Notator using
DCT Statistics (BLIINDS-II index) is realistic stegies to NR IQA that operates in the

DCT sector, where some functions are calculatech fam NSS design of prevent DCT
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coefficients (M.A.Saad et al., 2012). Effective Nfs@ctions are measured and fed to a
regression operate that provides precise QA fotec&LIINDS-II is a single-stage
criterion that also provides extremely aggressivef@ecast energy. Although BLIINDS-

Il catalog is multiscale, the few of function typ@h allow for efficient calculations of
visible great quality and hence the catalog isative for realistic programs.

While both DIIVINE and BLIINDS-II provides NR IQA féciency, each of them has
certain restrictions. The lots of functions that\DNE determines indicate that it may be
difficult to estimate immediately. Although BLIIND® is more effective than DIIVINE,

it needs nonlinear organizing of prevent centereéalSNunctions, which decreases it
considerably.

In ongoing search for quick and efficient rated N&Htered NR QA spiders, it has
analyzed the possibility of developing distorticattpfeature designs that operate directly
on the spatial pixel information. The motivationr fthinking it may succeed, is the
revolutionary perform by (Ninassi et al., 2009) spatial organic field modeling, and the
success of the spatial multi-scale SSIM cataloyVghg et al., 2003), which plays well
with convert sector IQA designs.

While the existence of referrals, the images detark regarding the referrals. It makes
easier the problem of great quality evaluation. fdadistic programs of such methods are
restricted in real-world circumstances where ralsrdetails are usually not available at
nodes. The great quality calculations are perforrkedther, it can be suggested that FR
and to a huge extent RR techniques are not greditygactions in the true sense, since
these techniques evaluate constancy relative tcefarrals picture. Moreover, the
supposition of a breathtaking nature of any referra doubtful, since all pictures are
evidently altered (E.C.Larson et al., 2010).

The efficiency of any IQA design is best measurgdat$ connection with individual very
subjective decisions of great quality, since thdivildual is the ultimate recipient of the
visible indication. Such individual views of visélgreat quality are usually acquired by
performing large-scale scientific testing on peopiferred to as very subjective great
guality evaluation, where individual experts rateuge wide range of altered alerts.

When the individual views are averaged across dp&s, a mean viewpoint ranking or
differential mean viewpoint ranking is acquired &ach of the visible alerts in the study,
where the MOS/DMOS is representative of the petadmireat quality visible indication.
The goal of purpose great quality evaluation (QAj)eda is to estimate great quality
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ratings for these alerts such that the ratings ywed by the criteria link well with
individual views of indication great quality (MOSKDDS).

The regularity of research has been well estaldlishehe visible science literary works,
where regularity has been confirmed in the spagator (P.V.Vu et al., 2011), and in the
wavelet sector (Watson et al., 1997). For exampls, well known that the energy wide
range of organic pictures is operate of regulaaityl takes the type 1/, fwherey is an
exponent that differs over a little range acrosganic pictures. The product of earlier
research is the Blind/Referenceless Image Spatiddliy Evaluator (BRISQUE) which
uses an NSS design structure of regionally stagillaminance coefficients and quantifies
‘naturalness’ using the factors of the design.

NRDPF-IQA/VQA presents a new design of the reseafgbair-wise difference items of
nearby luminance principles. The factors of thisigie further evaluate the naturalness of
the picture. The intension is that characterizinggionally stabilized luminance
coefficients in this way is sufficient not only éwvaluate naturalness, but also to evaluate

great quality in the existence of disturbances.

2.3. JPEG2000 I mages and H.264 Videos

JPEG2000 is a wavelet-based picture pressure cbameh It was designed by the Joint
Photographic Professionals Team panel in 2000 thi¢hobjective of superseding their
unique distinct cosine transform-based JPEG corvadt (created 1992). The
standardized filename expansion is .jp2 for ISO/[E3344-1 contouring information and
Jpx for the extended part-2 requirements, releasetSO/IEC 15444-2, while the MIME
kind is image/jp2.

While there is a moderate improve in pressure ieficy of JPEG2000 in comparison to
JPEG, the primary benefits provided by JPEG20@Basmportant versatility of the code
stream. The code stream acquired after pressupeciofre with JPEG2000 is scalable in
characteristics, significance that it can be dedadea variety of ways; for example, by
truncating the code stream at any factor, one necgyiee a reflection of the picture at a
lower quality, or signal-to-noise rate. By purclmasthe code stream in various methods,
applications can accomplish important efficiencypioves. However, as impact of this
versatility, JPEG2000 needs encoders/decodersatbatomplicated and computationally
demanding. Another distinction, in evaluation wWilREG, is with regards to visible
artifacts: JPEG2000 generates buzzing relics, dstreied as cloud and jewelry near
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sides in the picture, while JPEG generates buzmhgs and 'blocking' relics, due to its
8x8 prevents. JPEG2000 has been released as aroiyéntional, ISO/IEC 15444,

The mathematical design of regionally stabilizechiance coefficients in the spatial
sector was studied, as well as the design for eosehsible items of these coefficients.
The efficiency of NRDPF-IQA/VQA is thoroughly veigd, and mathematically evaluates
NRDPF efficiency to state-of-the-art FR and NR I@&hniques. NRDPF-IQA/VQA is
extremely aggressive to these NR IQA/VQA techniguesl also mathematically better
than the well-known full-reference peak signal-tose ratio (PSNR) and SSIM. NRDPF-
IQA/VQA works well on separate database like JPHIB28valuate its complexness and
evaluate it with other NR IQA techniques for JPEGR20Finally, the realistic importance
of NRDPF-IQA is demonstrated, how a no referenctupé denoising algorithm can be
enhanced with NRDPF-IQA in order to improve sigésl@icture denoising is explained.
Results display that NRDPF-IQA enhancement leads irmgportant efficiency
developments over the state-of-the-art.

Electronic video clips are increasingly finding ithevay into the day-to-day lives of
people via the explosion of movie programs sucldiggal television, digital cinema,
Internet video clips, movie teleconferencing, vidd@ring services such as YouTube,
Video on Demand (VoD), home video clips, and so Electronic video clips typically
successfully go through several handling levelotgethey achieve the end customer of
video clip. Most often, this end customer is anivittbal observer. In order to transmit
video clips over narrow band network it is necegdar decrease the size of original
movie. Electronic video clips successfully go thigbiseveral handling levels before they
achieve the end customer of video clip. Differerggsure techniques like H.263, H.264
are used to reduce the bandwidth usage requiredlaodhe storage space potential. One
of the effects of handling of movie is degradatdmovie quality due to distortions.

Since individual observers at the receiver sidesarssitive to video clip quality, for many
programs, such as movie conferences and broadga#tiis important to have a good
estimate of the quality material being receivedchieques for evaluating movie quality
play a critical role in quality monitoring to maam Quality of Service (QoS)
requirements.

Subjective VQA deals with techniques that utilindividual subjects to perform the task
of evaluating visual quality. Very subjective VQ#&impractical for most programs due to
the individual involvement in the process. The M&mnion Score (MOS) is measured as

sum of their ratings which is evaluated of veryjeative quality evaluation. Video quality
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is affected by watching conditions such as normgiting, display device, watching range
and so on and very subjective studies have to bfrpeed in a properly managed
atmosphere. Hence it is a complicated process.

The major disadvantage of the FR approach is thaguires a lot of referrals details at
the final comparison point. RR analytics may bes Ipsecise than the FR analytics, but
they are also less complex, and make real-timeeamphtations more affordable. Need for
the referrals movie or an even limited detail abbltecomes a serious barrier in many
real-time applications. It is essential to develdyR movie quality analytics that
thoughtlessly calculate the quality of videos clip.

Previous NR VQA designs in the past were studietipwing are the viewpoints, first
fully designed in (T.Liu et al., 2009), that NSSsdms provide powerful tools for
searching human decisions of visible disturban®SS centered FR VQA methods
(T.N.Pappas et al., 2005), more latest RR desi§osir{dararajan et al., 2012) and very
latest work on NSS centered NR VQA (a.C.Bovik et2013) have led us to the summary
that visible functions based on NSS lead to pddity effective and simple VQA designs
(C.Chen et al.,, 2013). Recently suggested NSS mehtdR VQA design, known as
VIDEO BLIINDS, deploys summary research based onN8S wavelet coefficient
design, using a two level structure for VQA: distmm-identification followed by
distortion-specific VQA (Michele A.Saad et al., 201An assessment technique designed
at the same time; known as Video-BLIINDS index engine ways to NR VQA that
features in the DCT sector, where some featuresma@sured from an NSS design of
avoid DCT coefficients (M.A.Saad et al., 2012).

A supporting strategy designed at the same timewknas Video-BLIINDS index is
realistic strategies to NR VQA that functions i tBCT domain, where some functions
are calculated from an NSS design of prevent DCaffiments (M.A.Saad et al., 2012).
Effective NSS functions are measured and fed tegaession function that provides
precise VQA forecasts. Video-BLIINDS is a singleg criterion that also provides
highly aggressive VQA forecast power. Although \GeRLIINDS catalog is multiscale,
the few of feature types (4) allow for efficieni@aations of visible quality and hence the
catalog is eye-catching for practical programs. /bbth STMAD and Video-BLIINDS
provide NR VQA efficiency, each of them has certagstrictions (Michele A.Saad et al.,
2014). The large amount of functions that VideodBIDS determines indicates that it
may be difficult to estimate immediately. Althoughideo-BLIINDS is more effective

than STMAD, it requires nonlinear organizing of y@at centered NSS functions, which
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decreases it significantly. In ongoing search &t fand efficient rated NR-VQA spiders,
it has designed NRDPF-VQA criteria to find the dpyabf it without referrals.

The goal of each no-reference approach is to cesatestimator that would estimate the
Mean Opinion Score (MOS) of human experts, withosing original data. There are
various improvements done in order to obtain a Néasnrement that will show better
usefulness. Many analytics considered the most acamrelics that are seen in videos
such as blockiness, cloud or ringing. Some analytiged for picture quality evaluation
can also be used for movie quality evaluation. Buwgse analytics are useful for
calculating quality of single supports. However,caise of movie there exist temporary
changes which are essential to calculate video guliglity and the influence of various
disturbances.

There are many studies carried on to create arlpitdity measurement. A new method
for purpose VQA from programming factors of an HLZO/C bit stream as a hybrid/bit
stream classification concentrates on the impacjuahtization and de-blocking process,
but forgets the distortions due to other factonsother NR quality measurement uses intra
4x4 prevent method parameter to estimate the $piifierence. Intra 4x4 prevent method
is not provided in all bit streams. Also quantizBistinct Cosine Convert (DCT)
coefficients produced from bit streams were usedh&asure the Peak Signal-to-Noise
Ratio (PSNR) of movie.

PSNR is not an efficient VQA device, and the fumetiof DCT coefficients would
increase the calculations complexness. The additactions were provided that took into
account two movement strength actions i.e. int@nat movement strength, measured
from the international movement field, and item moent strength, measured by
subtracting the international movement from the emognt vectors . A NR quality
measurement to evaluate the networked movie, thee @ average bit rate per pixel is
used to estimate the spatial and temporary comptexrBut this value differs extremely
with the change of the encoder and its criteriaictvitould not indicate the spatial and
temporary features of movie precisely.

To play the compacted data file, an inverse catesiapplied to produce videos clip that
shows virtually the same content as the originaglowece movie. The mathematical
analysis of movie alerts indicates that there ist@ng connection both between
subsequent mirrors and within the image elememimselves. The traditional approach to
film development removes redundancies that exigtiwindividual pictures of each film

structure and also between following facilitateisTis achieved by using movement
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evaluation and settlement H.264 takes movie presmaohnological innovation to a new

level. Different movie pressure requirements wildifferent methods of reducing data,

and hence, results differ in bit rate, quality éateéncy.

Primary of the H.264 standard is to provide a mearachieve considerably higher movie

guality compared to what could be achieved usingadrthe current movie programming

requirements. H.264 includes following stages:

1. Dividing each video frame into blocks of pixststhat processing of the video frame
can be conducted at the block level

2. Exploiting the spatial redundancies that exighiwv the video frame by coding some of
the original blocks through transform, quartimaand entropy coding (or variable-
length coding)

3. Exploiting the temporal dependencies that éesiveen blocks in successive frames, so
that only changes between successive framess toebe encoded.

This is achieved by using movement evaluation aettlesnent H.264 takes movie

pressure technological innovation to a new leveR64/AVC symbolizes a number of

developments in traditional movie growth technologyith regards to both growth

performance improvement and versatility for effeetuse over a variety of system types

and program sites. With H.264, a new and innoeaitira forecast plan is presented for

development I-frames. This plan can lower the izing an I-frame and sustain quality by

enabling the following prediction of more compaittps of p within each macroblock in a

framework. This is done by trying to find relatecamong the previously secured p that

boundary a new 4x4 pixel prevent to be intra-cod&g.recycling pixel principles that

have already been secured, the bit dimension caigh#icantly reduced.

2.4. Compressed domain Video Quality Metric

In order to give an appropriate verdict on videfiecied by disturbances due to the stress
process, it is necessary to evaluate the methcet$ insfilm stress methods which could
impact the quality compressed videos. Video pressonsists of blocks like movement
compensation, movement evaluation, quantization anttopy coding. Quantization
causes major amount of distortions in video clipa@tization causes several spatial and
temporary distortions like clouding and ringingeefis. Motion also has a crucial role in
individual perception. To estimate video clip gtiathe forehead characteristics of video
clip are reflected by the movement vectors andntbgement evaluation. Bit rate control

scheme is used to spend limited bit streams themegf interest (ROI) of individual
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viewer. This is to increase video clip quality. ldenthe quantization parameter, the
movement and the bit allowance are key factorsdhato be used to measure the quality

of movie in compacted domain.

2.5. Quantization Parameter Factor

As Quantization Parameter (QP) improves, the dweion of video improves.
Mathematical concepts of DMOS indicate the relatwey subjective quality ranking
which has a range between [0, 1], where “0” and rdpresent the best and the most
serious of the very subjective quality respectiveljhe video clips with extreme
movement suffer from more severe disturbances. cBygiuman visual system (HVS)
based VAQ methods evaluate the spatial and tempeamnplexness independently, and
the outcomes are being used in purpose qualityatiah.

Pressure actually happens during the quantizatiooeplure. The quantization parameter
is used for identifying the quantization of convesefficients. An easy presentation of the
individual visible program is that it functions slar to a dig cam, catching the globe
around us and transferring the information ontortiied which in turn produces sources
of visible stimulating elements that form an ongpstory. However, seeing in itself is a
fraud. While the individual visible program is jui#te a dig cam, and, the eye is indeed a
lens-sensor-processor arrangement, individual petsgg goes beyond the simple
entertainment around the globe that current canwdfas

Decoding a procession of mild and details usingugehnumber of distinct nerves and
photoreceptors has required the progress of nilliasting and evaluation strategies, so
that the loss of details does not cause to essaéiffiaulties. A lighting example is that of
individual shade understanding. The individualn@tsubsamples the entire shade variety
using just three wide types of shade receptor spelté, which indicates that different
mild spectra generate the exact same neurologisglonse in people. These metamers
have been substantially analyzed and demonstratenttile the visible program is skilled
at using the sub tested details, the HVS can bedduay certain spatial preparations of the
stimulation.

There exist many examples of visible stimulatingnents (and illusions) that expose the
ways in which HVS accomplishes efficient handliidne metameric behavior that the
HVS style displays has been utilized by technicimspicture and movie handling. The
relatively greater understanding of the HVS to Inamce details than chrominance (color)

details has been utilized in the style of moviespuge methods, where more bits are
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allocated to each piece of luminance details (a@rage) than to corresponding pieces in
the co-located shade programs. Different visibiegfting elements can stimulate the
same percept when the visible program combinesisidtam different hints to build
effective understanding. Recent tests on cue cohave shown that the visible program
reports a particular scene parameter as a caldulaggilar of each cue and hence, multiple
cue-conict stimulating elements can stimulate #raesunderstanding.

While there has been significant interest in credyi lossless (VL) stress of medical
image information, the area of general-purpose Wéss of movie segments has not been
significantly examined. In this, a deep evaluatbrthe question of VL pressure of movie
clips compacted using the H.264/AVC encoder is cotetl. The results of the research
are mathematically analyzed using mathematical ogsthand implications are made
regarding of a routine of losslessness of pressniddts relationship to the material.
Substantial analysis has been devoted towards\aedibetter movie pressure via such
diverse systems as spatial and temporary sub dgestinle development and learning
centered interpolation schemes for decoding, tvelehppropriate stages of visible great
quality at the recipient. When contracting healtbgaictures (for example, radiograms) it
is imperative to be able to consistently retaincélthe visible information that might be
needed to create accurate determines. Such diagailystossless pressure for pictures
has usually been analyzed in the perspective of JBEG and JPEG2000 pressure
standards, whereby customer analysis are perfoemé@dppropriate pressure bit-rates are
decided based on analytic analysis. VL analysisustgally performed using an AFC,
where topics are requested to view two picturese (@ompressed and other un-
compressed) and requested which of the two pictthreg believed had better great
quality.

JND research has been used to suggest JND styledréss which assurance that the
disruptions are not recognized. Such designs dirediein the DCT, wavelet or spatial
domain and the designs have been used to desigrepbpeally-optimal quantization
matrices or to perform perceptually-relevant wasmking. Particularly, two JND designs
have suggested recently for H.264/AVC conventioddde JND analysis and the VL
analysis have a lot in typical, since both seeldbne limits beyond which disturbances
become imperceptible to the viewer. Yet while baté similar, these queries do not deal
with the same issue and indeed may be considereédads of each other.

The JND analysis require the topic to definitelyeck out the image/video for the

presence of distortions, while the VL analysis dympsk the topic to rate which
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image/video s/he believed had better great qualitgce the customer is not definitely
scanning for disturbances in the latter situatmre would hypothesize that VL limits may
be greater (i.e., may allow for greater compregsiban the JND limits. Further, picking
the best great quality movie is usually an easiecgss than conducting an active check
out for disturbances, since the customer may raspmnon- pressure relevant flaws (e.qg.,
lens aberration, movement jitter etc.) which cae@fJND shapes. Much current analysis
on lossless pressure has dealt with the pressurpictiires using JPEG/JPEG2000
encoders.

However, the areas of creatively lossless pressiuneovie clips have seen only a limited
perform, even in the healthcare industry. A 2-AFfcess was developed in which
bronchoscopy movie clips compacted over a variétpierates using the H.264 codec
were shown to topics along with the uncompresseginaid. In accordance with the
customer ratings, the VL limit was found to be Xi@s for great movement movie but
only 108 Kbps for the low movement one. Although #nalysis consistently handled the
issue of VL pressure of healthcare movie clipscontes of perform have a number of
drawbacks which create video difficult to use thwalgsis outcomes to predict VL

pressure stages in a typical video setting.

2.6. Summary and Motivation for the present Research

To summarize, numerous researchers have studiedesatbped various methods for the
analysis JPEG2000 images and H.264 videos in NRadeHowever, further research is
required to develop No-reference quality assessteehniques for the analysis of images
and videos to meet the requirements of present $pgled wireless data transfer systems
to provide quality of image and video to end uséheut loss in the information. Hence,
in the present thesis, the JPEG2000 images and4H:/RRos are analyzed using No
Reference Distortion Patch Features Image/Video litQuaAssessment (NRDPF-
IQA/VQA) based on Human Visual System and testethgushe LIVE image/video
database and Vignan University database. The a@wenof literature survey with
methodology, drawbacks and future works are ginaable 2.1.
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Table 2.1: Overview of Literature survey with medbfogy, drawbacks and future works

)

)

Year and Scope of
Method | Journal Authors Methodology | Drawbacks | Future
Name works
CBIQ 2011, IEEE - | P. Ye and | visual It does not | Distortion to
ICIP D. codebook assume any| be considereq
Doermann | consisting of | specific
robust types of
appearance | distortion
LBIQ 2011 IEEE - | H. Tang, et| low-level Poor Patch
ICCVPR al., image features SROCC and Features to
in a machine | LCC be considereg
learning
DIIVIN | 2011 A. K. distortion- utilizes a 2- | approach is
E IEEE Moorthy, et | agnostic stage modular, in
TRANSACTI | al., approach to | framework | that it can
ONS IP blind IQA that easily be
utilizes extended
concepts from beyond the
NSS pool of
distortions
BLIIND | 2012 IEEE M. Saad, et| DCT avoid Based on
S-li TRANSACTI | al., coefficients to | modeling Human
ONS IP perform poorly Visual
distortion- understood | Systems
agnostic NR | HVS
IQA
BRISQ | 2012 IEEE A. Mittal, natural scene | JPEG2000 | orientations
UE TRANSACTI | et al., statistic distortion will be
ONS IP (NSS)-based | images increased.
distortion correlation | HVS based
without is poor IQA analysis.
transformation| compared
with other
distortions
Weighte | 2012 H. Boujut et| merge the faces of low weight
d Proceedings | al., bottom-up large size | on the
Macro- | SPIE saliency maps| will impact | semantic
Block with the the metric | saliency map
Error semantic
Rate saliency map
(WMBE
R)
Video- | 2014 M. Saad, et | spatio- specific set | small
BLIIND | IEEE al., temporal of number of
S TRANSACTI natural scene | distortions | computational
ONS IP statistics and lly
associated | convenient
human features
scores
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3. QUALITY ASSESSMENT OF JPEG2000 IMAGESBASED ON
HUMAN VISUAL SYSTEM

3.1. Introduction

Human observers can easily assess the qualitglist@ted picture without examining the
original picture as referrals. Currently, NR qualgvaluation is feasible only when
knowledge about the types of picture distortioavailable. This research aims to develop
NR quality statistic methods for JPEG2000 comprgsetures. First, it established
JPEG2000 picture database which are taken from LddEabases and very subjective
tests were conducted on the database. The eaRIS@UJE design for no referrals picture
guality evaluation, which is not consider the pafehtures of the picture, is a poor
indicator of very subjective quality is studied. eféfore, tuning an NR statistic design
towards BRISQUE is not an appropriate approachawebbping NR quality metrics.
Furthermore, a computational and memory efficieR Huality evaluation design for
JPEG2000 pictures is proposed. Subjective testtseste used to train the design, which
achieves quality prediction performance.

In this chapter, a new approach to measure thetgoalJPEG2000 pictures is presented.
The functions for forecasting the perceived pictguality are extracted by considering
key human visual system (HVS) factors such as aeftrqualifications activity and
gualifications luminance. Picture quality assesdmewolves calculating the functional
relationship between HVS functions and subjectigst tscores. The features of the
compacted images are obtained without making neéeréo their unique images (‘No
Reference’ metric). Here, the problem of qualitaleation is modified to a classification
problem and fixed using No-Reference Distortion cRatFeatures Image Quality
Assessment (NRDPF-IQA) criteria. The trial outconaes compared with the existing
JPEG2000 no-reference picture quality measuremmehfudl-reference structural likeness

picture quality measurement.

3.2. No Reference Distortion Patch Features I mage Quality Analysis

The strategy for the NR IQA can be described alevid. Given a (possibly distorted)

picture, first estimate regionally stabilized lumirce via regional mean subtraction and
divisive normalization (M.C.Q.Farias et al., 20@%ish mittal et al., 2012, M.J.Chen et
al., 2013). Much latest perform has targeted on etiog the research of reactions of

organic pictures using multiscale converts (e.@bd@3 filtration, wavelets etc.). Given that
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neuronal reactions in place of visible cortex exeseale-space alignment decompositions
of visible information, convert sector designs sdie organic techniques, particularly in
perspective of the power compaction (sparsity) aedorrelating qualities of these
converts when along with divisive normalizationheiques. However, effective designs
of spatial luminance research have also obtaingéerast from perspective scientists
(Anish mittal et al., 2012).

3.2.1. Introduction to NRDPF-1QA Algorithm

The researches of organic pictures were analyzedhioh the variations of grayish stage
principles between one pixel and its nearby pixgl (vere regarded as the types.
Derivatives between the sets of p can have sibntai®ns: Horizontally (H), Vertical (V),
Main-Diagonal (MD), Secondary-Diagonal (SD), Hontal-Vertical (HV), and
Combined-Diagonal (CD).

(-1 , j-1) (-1 , j) (-1 , j+1)
I(i, J-1) I, ) (i, j+1)
I(+1 , j-1) IG+1,j) | 1(+1,j+1)

Fig.3.1.Paired differences computed in order to quantifgimaoring pixels

The following expressions represent the pairededsfice between the neighboring
statistical relationship for six orientations atdestance of one pixel and edge pixel
orientations. These are obtained from fig.3.1.

H: V,I(,)) = 1G,j + 1) — 1(, ) (3.2.1)
V: 7,13, 5) = 1G + 1,1) — 1G5, j) (3.2.2)
MD: V,, 1(i,j) = I(i + 1,j + 1) — I(i, j) (3.2.3)
SD: VyI(iy ) = 1 + 1, — 1) — I(i,j) (3.2.4)
HV: VV,I(0,§) = 1G— L,)) + 1G + L)) = I(,j — 1) = I(i,j + 1) (3.2.5)
CDy: VerVegI(i, )1 = 1(,§) + 1G + 1,j + 1) — I(i,j + 1) — I(i + 1,j) (3.2.6)
CDy: Ve Veyl(, )2 = 1= L,j—= D41+ 1,j+ 1) —I(—1Lj+ 1) —I(i+1,j— 1)
(3.2.7)
CD3: VerVey 1G5 = 1G, ) + 1+ 1,j — 1) = 1(G,j — 1) = I(i + 1,)) (3.2.8)
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CD4:VCXVCyI(i,j)4 =I1+1,j—-D+IG-1,j+ D) -I(i+1,j+ 1) -1—-1,j—1)

(3.2.9)
In accordance with the six orientations and thetigbglace of pixel principles, it
suggested nine kinds of expressions. Where | (gyjphbolizes the pixel principles or
coefficients corresponding to spatial place i, j.
The expression (3.2.1) to (3.2.4) and (3.2.6) asdbed on nearby pixels/pixel sets and
equations (3.2.5) and (3.2.7) to (3.2.9) are dbsedron a spot dimension 3X3.
To make new images/ picture sub groups J by consgléhe logarithm of each p value.
J(0,j) = log [1(3,j) + K] (3.2.10)
where K is a continuous that stops I(i , j) fromirg zero. Depending on expression

(3.2.1) to (3.2.9), nine kinds of log-derivatives aetermine as given

Di:VJG, ) =JGj+ 1D —J3)) (3.2.11)
Do:VyJ(L,j) =]+ 1)) —J(A)) (3.2.12)
Da: Vi J(L)) =JG+ L,j+ 1) = J(L,)) (3.2.13)
DuVyJGj) =J0+1,j—-1) —J3)) (3.2.14)
Ds:VVy=J(i-1L)D+JA+ LD -JGj—D-JGEj+1) (3.2.15)
De: VerVey (1)1 = JA D + A+ 1,j+ 1D —JGj+ 1) —J( + L,j) (3.2.16)
DV Vel =J—Lj— D +JE+Lj+ D —Ji-1j+ 1) —Ji+1j-1)
(3.2.17)
Dg: Ve VeyJ(b)s =J—Lj— D +JE+Lj+ D —Ji-1j+ 1) —Ji+1j-1)
(3.2.18)
Do: Ve VeyJ(bDs = JA+ Lj— D +J(—Lj+ D —Ji+Lj+ 1) —Ji—-1,j—1)
(3.2.19)

The recognizable quality of a picture can be affedby the mathematical information
engaged in both the spatial and regularity. Thegssiggd No Reference Distortion Patch
Features includes spatial sector features.

The functions produced in the spatial sector ineltvdo types:

(1) Pointwise differences based statistics forlsipixel values and

(2) Pairwise differences based log derivative stias for the relationship of pixel pairs.
Particularly, an picture | (i , j), first estimategionally stabilized pixel principles via

regional mean subtraction and divisive normalizatiescribed as

s IGD-nG)
1)) = L (3.2.20)
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where
i€{1,2,...,Mand j€{1, 2, ...., N} are spatial indices.
M = image height
N = image width
C =1 is a constant that prevents division by zero

The amounts p (i , j) ansl(i , j) are described as

n(i,j) = Tiek Bl 0k il () (3.2.21)

6(i,]) = J2E=_K Sh L o (hlG ) — uG D)2 (3.2.22)

calculate the regional mean u(i, j) and comparitgon)j).

whereo ={ ok \ k=-K, ...., K, I=-L, ...... , L} is a 2D circularly=gmmetric Gaussian
weighting operate tested out to 3 conventional diees (K=L=3) and rescaled to device
guantity.

A GGD (Generalized Gaussian Distribution model}atison is used as a design of the
scientific distortions of the MSCN (Mean Subtract@aohtrast Normalized) coefficients of
organic pictures and how they modify with distanso The GGD with zero mean is given
by

x|

. 2y — @ —(ZXNa
f(x; a,0%) = ZBF@) exp( (B ) (3.2.23)
where
_ r'(1/o)
B=a T3/ (3.2.24)

The parameten. manages the common form of the submission @anthanages the

difference.

I'(a) = ["t*7 etdt a>0 (3.2.25)

I'(.) is the gamma function. The factors of the GGD ,b(c2) can be effectively

approximated using when related based strategy.

The present features of NRDPF-IQA are given by yaad) the distribution of the

differences of the places of close by coefficiantsasured along Horizontal (H), Vertical

(V), and Diagonal (D) orientations. The item of rmBa coefficients is well made as

following a zero method Asymmetric General Gaus8atribution (AGGD).
(04 -x\¢

(s 0, o7, ) = {( (3 (- (3_12 ) x<0

kmexp (— (é) ) x>0

(3.2.26)
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where

_ . [ramw
Bl = 0] TG/ (3227)
ra
Br = oy 7ot (3.2.28)

The factors of the AGGDu( 6%, 5,°) can be effectively approximated using when relate

centered strategy. Mean of the submission is used &unction as given in equation
(3.2.29).

_ g @
n=(Br Bl)r(l) (3.2.29)

Under the Gaussian coefficients design and supgasie MSCN coefficients are zero
mean and device difference. These items followftflewing submission in the lack of

distortions as given in equation (3.2.30).

x|

1xlp
exp(—,2)Ko(~ 2) (3.2.30)

&0 =15

where

fis an asymmetric probability diypsunction,
p denotes the correlation coefficient of adjacemfitcient,
k is the modified Bessel function of the second kind
36 factors are calculated at two machines to camghiscale actions, by low pass filtration
and down testing by a factor of 2, producing ao$&6 functions.

3.2.2. Implementation of NRDPF-1QA Algorithm

The NRDPF-IQA model is used to estimate the 36tidahno reference distortion patch
features from areas of the same size PXP fromitterp to be quality examined, suitable
then with the Multivariate Gaussian Design. Theeraldl picture is indicated as the
distance between the features functions model amitivdriate Gaussian Design to fit the
functions produced from altered picture.

D(exy, %5, 0%,03) = \/((“1—“2)T((G% +0%)/2) 71 (¢ —3)) (3.2.31)
whereo 0, 61%, o> are the mean and covariance of the Multivariatesian Model.

The equations from (3.2.1) to (3.2.19) signify fhatures of the distortions areas. It also
noticed that the stabilized luminance principleghly seem towards a device regular
Gaussian attribute for pictures.
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The above equations from (3.2.20) to (3.2.30) asxluo create the MATLAB program to

get the picture quality ranking. The following iket block diagram of NRDPF-IQA

algorithm shown in fig.3.2.

Magnitude
— s statistics o SUM
ng
Databa > > Mo
e NRDPF-
IQA
Steeral?le Phase
Pyramid iati Index
> statistics »
Complex Features
/ 4
Test / \
Image > Feature > ) >
Scale_ pooling K
> corrglapon IMAGE QUALITY
statistics >

Fig.3.2. Image quality assessment using NRDPF-I@ardahm

NRDPF-1QA Procedure:

Stepl.
Step2.
Step3.
Step4.
Steps.

Step6.
Step?.

Step8.

Stepo.

Stabilize the Input image into 768*512 sizes frdatabase.

Turn the picture into perfection principles.

Reshape the image into information places of lieetar for segmentation.
Determine the number of clusters i.e. centroids.

Determine the range between input informatiorfasetbrs and set factors of the
centroids.

Find the information set factors which are neddbthe centroid.

Choose the centroid with lowest range then shétdataset factors to the nearest
appropriate centroids

Re calculate the centroids by choosing the higbhessible pixel value from the set
of appropriate centroid information factors.

Do it again until the new centroids and the prasioentroids are shaped.

Stepl0. Spend the account principles -1, 0 and 1 to ea@ of the group centroids

Stepll. Estimate the global threshold value T.

Stepl2. Figure out the information set factors with ideatiaccount value and then

change the new marking.

Stepl3. Implement the binary choice to acquire the rasglinarking of picture.

Stepl4. Consider 768*512 Image as a single region ancesgmt it as “ I'.
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1L

SVM Traininc

1!

SVM Classificatiol

Fig.3.3. Testing of NRDPF-IQA method for image diyahssessment

The above prevent plan shows that the processderofi the NRDPF-IQA criteria in
picture quality assessment. Lastly, SVM trainingl @xamining is done for the criteria.

The process is shown in fig.3.3.

3.3 Performance Analysis of No Reference | mage Quality
The ultimate phase is to map the function vectorsdlculate of picture quality. L-
moments are useful for calculating the factorsubinsission. The estimators are relatively

unchanged by small departures from design suppaositi

3.3.1 Introduction
The L-moments of a samplepX i=1, 2, ... , N utilize probability weighted monterof

the order statistics X, i=1, 2, ..., N of the sample.
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N
_ Yi=1 Xi)

by N

(3.3.1)
sN » (i-1)(i-2)...(i-1) "
b, = 2= (n_l)(;l\J_Z)“(n_r) (3.3.2)

The L-moments are then indicated as straight limgures of the possibility calculated

minutes.

l; = b, (3.3.3)
1, = 2b; — by (3.3.4)
I; = 6b, — 6b; + b, (3.3.5)
1, = 20bs — 30b, + 12b; — b, (3.3.6)

The No Referrals Distortions Spot Functions usingmdment based research are carefully
related to L-estimators substantially used in petfiltration concept. The second and
fourth L-moments are calculated from the point g@asesearch of MSCN coefficients
corresponding toof, o). Good and bad L-moments are managed independgntg the
AGGD design is generally asymmetric. This processconducted in No Reference
Distortion Patch Features Image Quality Assessment.

LIVE IQA database is used to analyze the efficieatNRDPF-IQA criteria, which made
up of 982 pictures in different groups like JPEG2QAPEG, white-colored Gaussian noise
(WN), Gaussian Blur, a Rayleigh Fast-Fading. Eathhe distortions pictures has an
associated distinction DMOSS. This symbolizesvié®y subjective quality picture. Since
NRDPF-IQA strategy needs a coaching process tosadpe regressor component, the
LIVE database split into two arbitrarily selectatsets — 80% training and 20% testing —
such that no overlap between train and test. Theated results do not rely on features
produced from known material, which can synthelycahprove efficiency shown in table
3.1. Further, this unique analyze process 1000 stizwed review the average of the
efficiency across these 1000 versions, in ordeenoove efficiency prejudice.
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Table 3.1: Median Spearman Rank Ordered Correl&mefficient (SROCC) across 1000
Train-Test combinations on the LIVE IQA database &l types of distortions. Bold
Indicate JPEG2000 compressed image database.

Type of Distortion

Method JPEG2000 | JPEG| WN | Blur| FF | ALL
PSNR 0.8646 | 0.8831| 0.9410| 0.7515| 0.8736| 0.8636
SSIM 0.9389 | 0.9466| 0.9635 0.9046| 0.9393| 0.9129
MS-SSIM 0.0627 | 0.9785| 0.9773 0.9542| 0.9386| 0.9535
CBIQ 0.8935 | 0.9418| 0.9582| 0.9324| 0.8727| 0.8954
LBIO 0.0040 | 0.9291] 0.9702 0.8983| 0.8222| 0.9063
BLIINDS-II 09323 | 0.9331] 0.9463| 0.8912| 0.8519| 0.9124
DIIVINE 00123 | 0.9208| 0.9818| 0.9373| 0.8694| 0.9250
Pointwise 0.7957 | 0.8593| 0.9608| 0.8759| 0.7773| 0.8297
Pairwise 0.9007 | 0.9510| 0.9773 0.8759| 0.8741] 0.9302
BRISQUE 00139 | 0.9647| 0.9786| 0.9511| 0.8768| 0.9395
NRDPF-IQA | 9886 | 0.9814| 0.9863| 0.9612| 0.9462| 0.9585
(Proposed)

The spatial strategy to NR IQA that can be desdribs follows, given a (possibly
distorted) picture, first estimate regionally staleid luminances via regional mean
subtraction and divisive normalization. Rudermaticea that implementing a regional
non-linear function to log-contrast luminances lionmate regional mean displacements
from zero log-contrast and to stabilize the regiaifierence of the log-contrast has a
decorrelating impact. Ruder man also noticed thasé stabilized luminance principles
highly seem towards a unit normal Gaussian atteilbmt natural pictures.

Such function can be used to design the contrastagavering up process in early human
perspective. It implement the pre-processing desigihis QA design growth and make
reference to the modified luminances as mean stibttacontrast normalized (MSCN)
coefficients. There is high connection between atdop because picture features are
generally piecewise sleek aside from rare advantigmontinuities. The normalization
process significantly decreases dependencies betmesgby coefficients as is obvious in
the plots proven in the right line. To be able &phpeople imagine what the non-linear
modification does to picture, the difference areatdres item limitations and other
regional high comparison trend. The MSCN areafehéures are not clearly decorrelated,
displays a mostly homogeneous overall look withea flow-energy recurring item
limitations.

The speculation is that the MSCN coefficients hattebute mathematical qualities that
are modified by the existence of distortions, amat guantifying these changes will make

it possible to estimate the type of distortions agfing picture as well as its perceptual
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guality. To be able to imagine how the MSCN coédfic withdrawals differ as operate of
distortions, Observe how the referrals picture ldigp a Gaussian like overall look, as

noticed by Ruder man, while each distortions adjtis research in its own attribute way.

Table 3.2: Median Linear Correlation Coefficiemt@ss 1000 Train-Test combinations
on the LIVE IQA database for all types of distongo Bold Indicate JPEG2000
compressed image database.

Type of Distortion

Method JPEG2000| JPEG| WN | Blur| FF | ALL
PSNR 0.8762 | 0.9029] 0.9173| 0.7801| 0.8795| 0.8592
SSIM 0.9405 | 0.9462| 0.9824] 0.9004| 0.9514| 0.9066
MS-SSIM 0.9746 | 0.9793| 0.9883| 0.9645| 0.9488| 0.9511
CBIOQ 0.8898 | 0.9454| 0.9533| 0.9338] 0.8951| 0.8955
LBIQ 0.9103 | 0.9345| 0.9761] 0.9104| 0.8382| 0.9087
BLIINDS-I] 0.9386 | 0.9426| 0.9635| 0.8994| 0.8790| 0.9164
DIIVINE 0.9233 | 0.9347| 0.9867| 0.9370| 0.8916| 0.9270
Pointwise 0.7947 | 0.8447|0.9711] 0.8670| 0.8151| 0.8258
Pairwise 0.8968 | 0.9571| 0.9830| 0.8670| 0.8952| 0.9309
BRISQUE 0.9229 | 0.9734| 0.9851| 0.9506| 0.9030| 0.9424
NRDPF-IQA | 09898 | 0.9805| 0.9868| 0.9714| 0.9612| 0.9546
(Proposed)

Cloud makes a more Laplacian overall look, whilevlaite-noise distortion seems to
decrease the weight of the end of the histograr@efaeral Gaussian Distribution (GGD)
can be used to successfully catch a wider variesjtered picture research, which often
display changes in the end behavior (i.e. kurtasiigshe scientific coefficient withdrawals
where the GGD with zero mean is given by: The fparameten manages the ‘shape’ of
the submission while2 management the difference. It selects the zermmabmission,
since (generally) MSCN coefficient withdrawals agenmetrical. The factors of the GGD
(a, o), are approximated using the moment-matching cedtstrategy suggested. The
results are shown in table 3.2.

This parametric design to fit the MSCN scientificthdrawals from altered pictures as
well as undistorted ones is formed. For each pictaalculate 2 factorsi(c?) from a
GGD fit of the MSCN coefficients. These type thestfiset of functions that will be used to
catch picture disturbances. To demonstrate thaitlheking and altered pictures are well
divided in GGD parameter area, a set of breathtpgiatures are taken from the Berkeley
picture segmentation data source. Identical typedisturbances as existing in the LIVE
IQA data source - JPEG2000, JPEG, white-noise, €&ausgloud, and quick diminishing
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route mistakes were presented in each pictureftarelt levels of intensity to type the
altered picture set.

White-colored disturbance is very clearly dividednh the breathtaking picture set making
it one of the most convenient to evaluate the tyal JPEG2000 and quick diminishing
have a high level of overlap as quick diminishingtyres in LIVE database are actually
multidistorted, first compacted into a bit streasing a JPEG2000, then approved through
a Rayleigh quick diminishing route to imitate bumdtbss. The mathematical connections
between nearby p are designed. While MSCN coeffisieare definitely more
homogenous for breathtaking pictures, symptoms smiptoms of nearby coefficients
also display a frequent framework, which gets dited in the existence of disturbances.
The framework using the scientific withdrawals dirpwise items of nearby MSCN
coefficients along six orientations are designed.

Under the Gaussian coefficient design and suppoiegMSCN coefficients are zero
mean and device difference, these items followftilewing submission in the lack of
disturbances. The MSCN coefficients for JPEG20@0 sdirown in fig. 3.4. Where f is
asymmetric possibility solidity operatg, signifies the connection coefficient of nearby
coefficients, and Kis the customized Bessel operate of the seconel tgfer in the
existence of distortions, the histograms of corabiitems along each of six orientations,
for a referrals picture and for altered editionsitothe type parametev controls the
‘shape’ of the distribution while)? ando,? are variety aspects that management the spread
on each part of the technique, respectively. The&sBJurther generalizes the common
Gaussian Distribution (GGD) and subsumes it bywalg for asymmetry in the
distribution. Modify of the distribution is a funoh of the staying and right variety
aspects. 16 = /%, then the AGGD decreases to the GGD. AlthoughABED is rarely
used, it has been implemented to design manipulaasy-tailed withdrawals of picture
framework.

The factors of the AGGDv( o/, 6,%), are approximated using the moment-matching based
strategy suggested. It can be imagined that diftedtissturbances take up different areas of
the area. Also, pictures are anticipated to habetter separating when made in the high
perspective area of factors acquired by suitablesGRGvithdrawals to combined items
from different orientations and machines togetterages are normally multiscale, and
disturbances impact picture framework across mashifurther, as research in quality
evaluation has confirmed, integrating multiscal&aidle when evaluating quality generates

QA methods that perform better with regards to eation with individual understanding.
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Hence, all functions detailed at two ways - thequei picture range, and at a decreased
quality (low successfully pass strained and dowmpead by an aspect of 2). Thus, a
finish of 36 features — 18 at each variety, is usedentify disruptions and to perform
distortion-specific quality evaluation. The SROCEtveen each of these functions and
individual DMOS from the LIVE IQA database, for éaof the disturbances in the
database — JPEG and JPEG2000 compression, addhite Gaussian noise, Gaussian
cloud and a Rayleigh fast fading, to determine kel the functions link with individual
decision of quality.

Observe that no training is performed here; theys simply to demonstrate that each
function catches quality details and to demonstitzdé pictures are impacted in a different

way by different disturbances.
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3.3.2. LIVE I QA database

LIVE IQA database is used to analyze the efficieaE]NRDPF-IQA, which includes 29
referrals pictures with 982 altered pictures cosipg five different distortions groups —
JPEG2000 (JP2K) and JPEG compression, preservafivee Gaussian noise (WN),
Gaussian cloud (Blur), and a Rayleigh fast-fadifig)( Each of the altered pictures has an
associated distinction mean viewpoint ranking whgmbolizes the very subjective
quality of the picture. Since the NRDPF-IQA strategeeds a coaching process to adjust
the regressor component, the LIVE database isisphittwo arbitrarily selected subsets —
80% training and 20% testing — such that no ovebaveen practice and analyze. The
revealed outcomes do not rely on functions proddcad known spatial material, which
can artificially enhance efficiency. Further, thisique train-test process 1000 times and
review the average of the efficiency across the¥@0lversions, to be able to remove
efficiency prejudice. The Spearman’s rank orderedetation coefficient (SROCC) and
Pearson’s (linear) correlation coefficient (LCC)veen the expected ranking from the
criteria and DMOS were used to accessibility QAcefhcy. Before processing LCC, the
criteria ratings were approved through a logisbalmearity as described. A value near to
1 for SROCC and LCC indicate good efficiency witbgards to connection with
individual viewpoint. The results are compared vather methods as shown in table 3.3.
The efficiency of three full-reference indices: keatgnal-to-noise ratio (PSNR), SSIM
and MS-SSIM are tabulated. Although PSNR is a haduate of perceptual quality, it is
often used to standard for QA methods. The SSIMMBdSSIM spiders are popular due
to their efficiency and convenience. The efficierudythe no-reference methods - CBIQ,
LBIQ, BLIINDS-II and DIIVINE are tabulated. The effency of NRDPF-IQA continues
to be relatively constant with regard to variatiorof the size used to estimate the regional

mean and differences.
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Table 3.3: One sided t-test performed between SR@d@&s of various IQA algorithms.
A value of “1” indicates that the row algorithm ssatistically superior to the column
algorithm; “-1” indicates that the row is worse thilne column; a value “0” indicates two
algorithms are statistically indistinguishable.

Method
NRDP
Method | b5 | 551 | Ms- cBlo | LB! |BLINDS- | DIV | BRIS | F-IQA
NR |M | SSIM Q | NE | QUE |(Prop
osed)
PSNR | 0 | -1 | -1 | -1 | 1 1 1| 1 | 1
SSM | 1] o0 | 1 | 1 |1 1 1 [ 1] 1
MS-
11| 0 1|1 1 1 1 1
SSIM
CBIQ | 1| 1| 1 | o | 1 1 1|1 | 1
BIQ | 1| 1| -1 | 1 |0 1 R T
BLIIN
11| 1 | 1|1 0 S I
DS-Il
DIIVIN
11| 1 | 1|1 1 o | 1|
E
BRISQ
11| 1| 1|1 1 1 o | -1
UE
NRDP
F-1QA
11| 1 | 1|1 1 1 1 0
(Propo
sed)

3.3.3. Comparison with existing Algorithms

The structure is general enough to allow for the okany regressor. In this execution,
support vector machine (SVM) regressor (SVR) idu&V/R has formerly been used to
picture quality evaluation problems. For example,stadying motivated operates
combining strategy using SVR was suggested. Wadeletain NSS and unique value
breaking down functions have been used to maptgualhuman scores via SVR. SVR is
usually mentioned for being able to deal with haglispective information. The LIBSVM

program is used to apply the SVR with a radial ftatron operate kernel.

Determine the mean SROCC across the 1000 testshandonventional diversions of

efficiency across these 1000 tests for each ohththods regarded here. Although there
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are available variations in the average connectimia/een the different methods, these
variations may not be mathematically appropriaten¢¢, to assess the mathematical
importance of efficiency of each of the methodsardgd, speculation examining in
accordance with the t-test on the SROCC principéegiired from the 1000 train-test tests
is conducted. The results are shown in fig.3.5. Zhe speculation is that the mean
connection for the (row) criteria is similar to meeonnection for the (column) criteria
with an assurance of 95%. The different speculagdhat the mean connection of row is
higher than or smaller than the mean connectioth@fline. A value of ‘1’ in the table
indicates that the row criterion is statically elleat to the line criteria, whereas a ‘-1’
indicates that the row is mathematically more isterthan the line. A value of ‘0’
indicates that the row and line are mathematigallystinguishable (or equivalent), i.e., it
could not decline the zero speculation at the 98%llof assurance. The results are shown
in table 3.3. NRDPF-IQA is extremely aggressivehvall no reference methods examined
and mathematically better than the full referenathods PSNR and SSIM. Given that
these actions need more information through therma&f picture, this is certainly not a
small accomplishment. This outcome indicates tloathee level disturbances can be
gualified on; one can substitute full referencehods such as SSIM with the suggested
NRDPF-IQA without any loss of efficiency. The retsuare shown in fig.3.6. NRDPF-
IQA continues to be a little bit substandard to e MS-SSIM, showing that there may
still be some space for enhancement in efficiency.

To be able to show that NRDPF-IQA functions are duder precise distortion-
identification, the average category precisionha tlassifier for each of the disturbances
in the LIVE database, as well as across all distocbs. The results are shown in fig.3.7.
Further, to be able to imagine which disturbances &onfused’ the most, the
misunderstandings matrix for each of the disturbanwhere the sum of each row in the
misunderstandings matrix is 1 and real principlemis/ the mean misunderstandings
amount across the 1000 train-test tests. The seatdtshown in table 3.4. JP2K and JPEG
are also puzzled sometimes. WN and Cloud are ysuabt puzzled with other
disturbances. The results are shown in fig.3.8.

The chance of changing the one level structure revhenctions are straight planned to
quality, with a two-stage structure, just like thetggested. In this strategy, the same
places of functions are used to recognize the tists affecting the picture as are then
used for distortion-specific QA. Such a two-stageategy was used with latest
achievements for NSS-based sightless IQA. The gee&ROCC value across 1000 tests
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for the two-stage understanding of NRDPF-IQA isutated. The activities of NRDPF-
IQA are recorded for evaluation reasons. The efficy can be linked to partial distortions

recognition in the first level of the two-stageustiure. The results are shown in table 3.5.

Table 3.4:Mean and median classification accuracy across 1fHif-test trails using
NRDPF-IQA that the two algorithms are statisticaiglistinguishable.

Classification Type of Distortion

Accuracy (%) | JPEG2000, JPEG| WN Blur FF ALL
MEAN 94.82 93.12 | 100.00] 96.24 91.36 94.04
MEDIAN 95.12 9438 |100.00 [97.12 |9212 |94.12

Table 3.5: Median Spearman Rank Ordered Correl&@mefficient (SROCC) across 1000
Train-Test combinations on the LIVE IQA databaseldBndicate proposed algorithm

Type of Distortion
JPEG2000 JPEG| WN Blur FF ALL
NRDPF- 0.9886 0.9814 | 0.9863 | 0.9612 | 0.9462 | 0.9585
QA
(Proposed)

Method

Having analyzed NRDPF-IQA on the LIVE IQA database efficiency of NRDPF-IQA

is not limited by the database on which it is exadi The TID database includes 25
referrals pictures and 1700 altered pictures ovedi$turbances groups. Since there are
only 24 organic pictures, and this criterion isaccordance with the research of organic
pictures, the strategy only on these 24 picturés. résults are shown in table 3.6. Further,
although there are available 17 disturbances grolNRDPF-IQA only on these
disturbances are examined that it is qualified 3®EG, JPEG2000 compression (JP2K),
preservative white-noise (WN) and Gaussian Clouar)ls- FF disturbances does not are
available in the TID database. The efficiency oNIRSand SSIM for evaluation reasons
recorded. It should be obvious that NRDPF-IQA wornksl with regards to connection
with individual understanding of quality and théetefficiency does not rely on the

database.
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NRDPF-IQA targeted on the relationship of the mathgcal functions to natural
field research and the effect that disturbancee lwewsuch research. However, given
the few of functions that are produced (18 peregcahd the point that parameter
evaluation needs to be conducted only 5 times fioergtire picture, in evaluation to
parameter evaluation for each prevent as in BLIIND®eople will appreciate the
point that NRDPF-IQA is extremely efficient. Havimgnfirmed that NRDPF-IQA
works well in terms of connection with human untnging, NRDPF-IQA has low
complexness.

To compare the overall computational complexnesiNBDPF-IQA with the FR
PSNR and the NR BLIINDS-II and DIIVINE, time takdm seconds) to estimate
each quality evaluate on an picture of quality 5d&8on a 1.8 GHz single-core PC
with 2 GB of RAM recorded. Unoptimized MATLAB code used for all of these
methods to ensure a reasonable evaluation. Thésese shown in table 3.7 and
table 3.8. The performance as a portion of timerak estimate PSNR is recorded, to
allow for a machine-independent evaluation acrosthods. NRDPF-IQA is quite
efficient, outperforming the DIIVINE catalog andetBLIINDS-II catalog by a great
amount. This indicates that the spatial-domain NRI®A an ideal applicant for

real-time sightless evaluation of visible quality.

3.3.4. Resultsand Discussions

LIVE IQA database is used to analyze the efficienEWNRDPF-IQA criteria. Since
NRDPF-IQA strategy needs a coaching process tshathja regressor component, the
LIVE database is divided into two arbitrarily sekst subsets — 80% training and 20%
testing — such that no overlap between train asid e results are shown in fig.3.8.
The revealed results do not rely on features preddiom known material, which can
synthetically improve efficiency. Further, this gone analyze process 1000 times and
review the average of the efficiency across thé3®0 lversions, in order to remove
efficiency prejudice.

Although sightless strategy and the FR techniquesat need this process, to make
sure a reasonable evaluation across techniquesotireections of expected ratings
with individual decision of visible quality are gntevealed on the analyze set. The
dataset was separated into 80% training and 20ffiges getting good care that no
overlap happens between practices and analyze ialafinis train-test process was

recurring 1000 periods to make sure that there neaprejudice due to the spatial
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material used for coaching. The results are showiigi3.9. The average efficiency
across all versions are recorded. Spearman’s rad&rex correlation coefficient
(SROCC), and Pearson’s (linear) correlation coeffit(LCC) are used to analyze the
design. The NRDPF-IQA ratings are approved throadgbgistic non-linearity before
processing LCC for applying to DMOS area.

NRDPF-IQA is compared with three FR indices: PSIS8JM and multiscale SSIM
(MS-SSIM), five common techniques - CBIQ, LBIQ, BNDS-II, DIIVINE and
BRISQUE. NRDPF-IQA works better than the FR PSNR &$IM and plays well
with all of the executing NR IQA techniques. Thesuks are shown in fig.3.10,
fig.3.11 and fig.3.12. This is a pretty amazingibass presentation of the connection
between quantified picture naturalness and peraéptature quality.

A support vector machine regressor (SVR) was uséebrn a applying from function
space to quality ratings where two different regoes were qualified using design
centered and effective functions respectively. S\¥&serly have been used with
success for picture quality evaluation. The LIBS\fivbgram is used to apply the
SVR; the RBF kernel was used for regression. RINAPEG2000 images are having
good SROCC, LCC values in all databases. So, itlades that NRDPF-IQA method
is well suitable for the assessment of JPEG200@énadased on Human Visual
System. The Median Spearman Rank Ordered Corneld@ioefficient (SROCC)
across 1000 train-test combinations on the LIVE-I@stabase for different window

sizes are shown in table 3.9.

47



Table 3.6: Spearman’s Rank Order Correlation Coefit (SROCC) on The
TID2008 database. Bold Indicate NR-IQA algorithmsdaothers are FR-IQA
algorithm

Method Type of Distortion

JPEG2000 JPEG WN Blur ALL
PSNR 0.825 0.876 0.918 0.934 0870
SSIM 0.963 0.935 0.817 0.960 0.902
BRISQUE 0.832 0.924 0.829 0.881 0.896
NRDPF-
QA 0.974 0.942 0.921 0.973 0.921
(Proposed)

Table 3.7: Informal complexity analysis of NRDPFAQTabulated values reflect the
percentage of time devoted to each of the stepdiREIPF-IQA.

STEP PERCENTAGE OF TIME
MSCN 48.7

GGD 8.1

Pair wise difference and AGGD 36.4

Table 3.8: Complexity analysis of NRDPF-IQA: a caripon of the amount of time
taken to compute various quality measures for a«Bd2 image on a 2.8GHZ intel
core i3 PC with 4GB RAM.

ALGORITHM | TIME(SECONDS)

PSNR 0.05
DIIVINE 104.12
BLIINDS-II 35.12
BRISQUE 181

NRDPF-1IQA 1.24
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Create Vignan University database for mage Quality Assessment:

36 input images were used to create a databaseewbsglts are being provided. The
JPEG2000 used was Kakadu version 2.2. The testotggure was as follows:

Thirty Six high-resolution 24-bits/pixel RGB colamages were compressed using
JPEG2000 with different compression ratios to yeeldatabase of 180 images, 36 of
which were the original (uncompressed) images. Thelpression ratios were
considered as 1:0.3, 1:1, 1:2, 1:4, 1:8 and 1:1® 3Jtudy was conducted in five
sessions, with the original images included insalsions. Study 1 contained images
from 1.bmp to 36.bmp, study 2 contained images8p.from to 72.bmp, Study 3
contained images from 73.bmp to 108.bmp, studyrtameed images from 109.bmp
to 144.bmp, and study 5 contained images from dH.to 180.bmp. The bit rates
were chosen as 0.5bpp, 1bpp, 2bpp, 4bpp, 8bpp 4bpp2such that the resulting
distribution of quality scores for the compressedges was roughly uniform over the
entire range.

Each observer was shown the images randomly. Odrsewere asked to provide
their perception of quality on a continuous lineaale that was divided into five
equal regions marked with adjectives "Bad”, "Pqof'Fair’, "Good” and
"Excellent”. The scale was then converted into 1kd8arly. The testing was done in
five sessions with about ten images in each sesBiorviewing distance restrictions
were imposed, display device configurations weemniital and ambient illumination
levels were normal indoor illumination. Subjectsravasked to comfortably view the
images and make their judgements. A short traipnegeded the session. A bit rate of
0.00000 means a loss-less copy of the sourceTiile.results are shown in fig.3.14
for vignan university database images. Few selectetjes and the corresponding

scores are shown in table 3.10.

Subjective Scor e Files:
Each image in the database is followed by the scgreen to it by the different

subjects. A score of 0 means that the subject skiipipe image.

Example:
1.
Bits per Pixel (bpp)= 0.5
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CR=1:16
MSE=120.7
PSNR=27.3 db
Quality= 8.1629

2.

Bits per Pixel (bpp)=1
CR=1:8

MSE=42.4
PSNR=31.9 db
Quality= 8.4268

3.

Bits per Pixel (bpp)= 2
CR=1:4

MSE=8.4

PSNR=38.9 db
Quality= 8.8912

4.

Bits per Pixel (bpp)=4
CR=1:2

MSE=0.6

PSNR=50.2 db
Quality=9.0126

5.

Bits per Pixel (bpp)= 8
CR=1:1

MSE=0.6

PSNR=50.2 db
Quality=9.1272
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6.

Bits per Pixel (bpp)= 24
CR=1:0.3

MSE=0.6

PSNR=50.2 db
Quality=9.4168

Table 3.9: Median Spearman Rank Ordered Correla@iogfficient (SROCC) across
1000 train-test combinations on the LIVE-IQA datsddor different window sizes
using NRDPF-1IQA

KL Type of Distortion
' JPEG200Q JPEG WN Blur FF ALL
4 0.9820 0.9803 0.9798 0.960% 0.9401 0.9489
5 0.9663 0.9715 0.9762 0.9597 0.9315 0.9461
6 0.9641 0.9642 0.9686 0.9497 0.9248 0.94119
7 0.9548 0.9618 0.9618 0.9427 0.9231 0.9345
8 0.9531 0.9512 0.9514 0.9329 0.9126 0.9258
9 0.9418 0.9465 0.9501 0.9301 0.9103 0.9186
0.4
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Fig.3.13. Image quality index performance for LId&abase
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Fig. 3.14. Vignan University database for JPEG2@@@pression images

Table 3.10: Quality scores for the selected imag&8gnan University database

Database Bits per .
mage. | Pixel (%pp) CR MSE PSNR | Quality Scord
0.5 1:16 120.7 27.3 8.1629
1 1:8 42.4 31.9 8.4268
2 1:4 8.4 38.9 8.8912
35.bmp 4 1:2 0.6 50.2 9.0126
8 1:1 0.6 50.2 9.1272
24 1:0.3 0.6 50.2 9.4168
0.5 1:16 107.6 19.8 6.8412
1 1:8 39.8 24.6 7.2145
2 1:4 9.4 37.6 7.4861
3.bomp 4 1:2 0.9 47.3 8.8198
8 1:1 0.8 49.1 8.9002
24 1:0.3 0.8 49.1 9.1648
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Results of Vignan University database Using NRDPF-IQA M ethod

First, the database is established by JPEG2000esnagd subjective experiments
were conducted on the database. There are 36iages in the database. 10 of them
are original images. The rest are JPEG-compreszdkdsubjects were shown the
database; most of them were the friends and adulksthe age group of 19 to 53
years. The subjects were asked to assign each ianggality score between 1 and 10
(10 represents the best quality and 1 the worstg¢ 21 scores of each image were
averaged to a final Mean Opinion Score (DMOS) of tmage. After applying
NRDPF-IQA method, the following are the quality éxdof images from 1 to 36. The
individual scores of the vignan university databiasages are given in table 3.11.

Table 3.11: Individual quality scores for Vignanilgrsity database (for 36 images)

S.NO. Image No. ?uallty S.NO. Image No. Quality
ndex Index

1 quality imgl 9.4683 19 quality img19 2.8439
2 quality img2 8.1629 20 quality img20 2.9481
3 quality img3 4.9668 21 quality img21 2.411
4 quality img4 9.0987 22 quality img22 2.606
5 quality img5 6.9973 23 quality img23 2.822
6 quality img6 5.4157 24 quality img24 3.018
7 quality img7 4.4739 25 quality img25 2.583
8 quality img8 5.7546 26 quality img26 2.861
9 quality img9 2.8535 27 quality img27 2.482
10 | quality imgl10 2.8384 28 quality img28| 2.1214
11 | quality imgl 1 2.6380 29 quality img29 2.040
12 | quality imgl 2 8.5648 30 quality img30 2.817
13 | quality imgl3 3.8174 31 quality img31 3.5052
14 | quality imgl4 6.8286 32 quality img32 229
15 | quality imgl5 6.0599 33 quality img33 2.7162
16 | quality imgl6 4.9783 34 quality img34 2.9171
17 | quality imgl7 4.6705 35 quality img35 851
18 | quality imgl8 4.4739 36 quality img36 6(B8
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3.4. Summary

The suggested No reference Distortion Patch Featumage quality assessment
criteria, which perform better results in all aadie databases. NRDPF-IQA
algorithm operates in the spatial domain. The tssare confirmed with the

individual understanding like Spearman and Pearsha.evaluation of the NRDPF-

IQA design in terms of correlation with individuahderstanding and NRDPF-IQA is
mathematically better than BRISQUE and other FRef®d he results are confirmed
by JPEG2000 images using LIVE database. Finallyy approach achieved the
objects like execution of the No Reference DistortPatch Features image quality
assessment criteria depending on HVS [A-6], theeica for No Reference Picture
qguality Assessment for JPEG2000 images dependinglonan Visual System is

examined [A-4], the performance of No Reference genguality depending on

Human Perception is examined [A-3] and the inforc@hplexity analysis of image

guality depending on HVS is examined [A-5].
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Chapter-4

QUALITY ASSESSMENT OF H.264 VIDEOS
BASED ON HUMAN VISUAL SYSTEM



4. QUALITY ASSESSMENT OF H.264 VIDEOSBASED ON
HUMAN VISUAL SYSTEM

4.1. Introduction

Bundle reduction will make severe mistakes dueht dorruption of related video
data. For most video sources, because the pregliggrogramming components
widely-used to, the transmitting errors in one feavork will not only cause
understanding failing of itself at the recipierdesi but also distribute to its following
supports along the activity forecast direction, alhivill bring a important destruction
of end-to-end video quality. To quantify the efeeaf packet reduction on movie
quality, a no-reference subjective quality assessnmeodel is presented in this
chapter. Considering the fact that the deterionatbd movie quality significantly
relies on video clips material, the temporary cawjy is approximated to reflect the
varying characteristic of movie material, using theacroblocks with different
movement activities in each structure based on Hukiaual System (HVS). The
quality framework suffering from the recommendasioftfamework decrease, by
mistake reproduction, or by both of them is analyzespectively. Utilizing a two-
level temporary pooling scheme, video clip quaisgyfinally obtained. Extensive
experimental results show that video clip qualifyp@ximated by the proposed
method matches well with the available subjectivelity.

The set of functions extracted is very similartie bne used for NR measurement in
(Barkowsky et al., 2009). The functions are: bloelss, bluriness, activity and of a
routine. The first three functions are dimensiomswhat occurs in every individual
frame of video clip. Predictability describes whatcurs between the individual
supports of video clip, and is based on the assomghat visible quality is perceived
differently, if changes between nearby supports ar®oth or if abrupt changes
appear.

A no-reference video quality measurement for H.26dvie is introduced. The
proposed method is No-Reference Distortion Patclatufes Video Quality
Assessment (NRDPF-VQA). This measurement analyzsst af simple functions
such as blocking or blurring, and combines thosections into one parameter
comprising visible quality. While few base featuneasurements are used, additional
factors are acquired by analyzing changes for thesssurements over time and using
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additional short-term combining methods based orSHVo take into account the
different features of different video sequence, dbquired quality is set using a low
quality edition of the received video. The measwgeims verified using information
from accurate very subjective assessments, andi@uiicare was taken to separate
information used for calibration and verificatiofhe proposed no-reference quality
assessment delivers a prediction accuracy of 0.98h2n compared to very
subjective assessments, and significantly outp@dd?SNR as a quality predictor.
Confirmation of the suggested measurement was dsimg seven different original
HD movie series secured using the AVC/H.264. Sigaiftly different encoder
configurations were applied to avoid training thedels to one special encoder
setting and also to account for a large qualityietgr leading to bit rates from 0.5
Megabyte per second up to 50 Megabyte per secangrsing a quality variety from
“not acceptable” to “perfect” (0.21 to 0.94 on dad01 scale) and a total of 44 data
points. All movie series have a spatial qualityl®20 x 1080 pixel and a temporary
quality of 25 or 50 frames per second (fps). They\aibjective assessments were
performed using LIVE video database. The 95% asseralurations of the very
subjective ballots are below 0.08 on a 0 to 1 waffier all single test cases, the mean

95% assurance period is 0.03.

4.2. No Reference Distortion Patch FeaturesVideo Quality Analysis

The strategy for the NRDPF- VQA (No Reference Diston Patch Features Video

Quality Assessment) can be described as followgeia (possibly distorted) video is
having low bit amount, first estimate developmemd anderstanding of the supports
chosen by video length. It also noticed that tlabdiSzed luminance principles highly

seem towards a device regular Gaussian attributgideo bases on Human Visual

System.

4.2.1. Introduction to NRDPF-VQA Algorithm

The movement coherence tensor summarizes the prevvabvement guidelines over
regional communities. The 2D movement coherencsotest a given pixel is given in
equation (4.2.1) by

f(My) (M. M)

= lrmemy)  fMy (4.2.1)
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where

f(V) = X wli, jlv(i — 1,j — k)? (4.2.2)
M, (i,j) and M, (i,j) are horizontal and vertical motion vectors at pixe j)
respectively, w is the screen of sizing m X m owich the nearby calculations of
the tensor is conducted. The Eigen principles ef mmovement coherence tensor
express details about the spatial positioning @& mhovement vectors within the
screen of calculations.

This is successfully quantified by the cohereneasare as given in equation (4.2.3)

C= (ﬁ)z (4.2.3)

wherel; and); are the eigen principles of the movement coherésregor. The 1-D
general Gaussian solidity is an excellent fit testh coefficient histograms.

f(xla, B, y) = ae™(BIx=uDY (4.2.4)
where | is meany is the form parameter, and and p are decreasing and range

factors given in equations (4.2.5) and equatioB.6}.by

_ By
C=ram (4.2.5)

B=- \/% (4.2.6)
whereo is the standard deviation, ahidlenotes the ordinary gamma function

'(z) = [, t*"t etdt z>0 (4.2.7)
The NRDPF-VQA algorithm is designed for this vidgaaality evaluation purpose and

similar features of the picture quality evaluatiame implemented to implement the

VQA model based on Human Visual System.

4.2.2. Implementation of NRDPF-VQA Algorithm

The strategy for the NR VQA has designed as folloBiwen a (possibly distorted)
video, first consider the frame size of the videw a&stimate regionally stabilized
luminance via regional mean subtraction and dieisiermalization (C.Li et al., 2010,
C.Chen et al., 2013,). The each frame is considieretthe calculation of quality. The
following are the equations to used to a givenngfite movie.

H:V,IG,)) = 1G,j + 1) — I(, ) (4.2.8)
V:V,IG,§) = 1+ 1,1) — 1G5, j) (4.2.9)
MD: V,, I(3,§) = 1Gi + 1,j + 1) — (i, }) (4.2.10)
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SD: Yy I(i, j) = 1 + 1,j — 1) — I(i,j) (4.2.11)

HV: VV,I1(0,§) = 1G — 1,)) + 1G + L)) = I(@,j — 1) = I(i,j + 1) (4.2.12)
CDy: Ve Vey I, D)1 = 1G,)) + 1+ 1,j + 1) = I(5,j + 1) = I1(i + 1,)) (4.2.13)
CDy: Ve Veyl(, )2 = 1= L,j—= D41+ 1,j+ 1) —I(—1Lj+ 1) —I(i+1,j— 1)
(4.2.14)
JG, ) = log [1(1, ) + K] (4.2.15)
Di:VJG, ) =JGj+ 1D —J3)) (4.2.16)
D,V J(0,j) = ]G+ 1)) — (0, )) (4.2.17)
Ds: Vi JG, ) = ]G+ 1,j + 1) = J (i) (4.2.18)
DuVyJGj) =J0+1j—-1) —J3)) (4.2.19)
Ds:V,Vy=JG— L) +JG+ 1) = JGj— 1) —JGj+1) (4.2.20)
De: VerVey )G D1 =G 1) +JGA+ Lj+ 1D = JGj+ 1) =] + 1)) (4.2.21)
Dy Ve Ve J ()2 = JG—Lj— D +JG(+1L,j+ 1) —J(i—-1,j+1) = J(i+1j—1)
(4.2.22)

The equations from (4.2.8) to (4.2.22) signify thactions of the distortions areas. It
also noticed that the stabilized luminance priresphighly seem towards a device
regular Gaussian attribute for video clip (low tate) (G.Zhai et al., 2008).

1G3,)—pd))
I(l ) = G(IJT ZQ3)
n(i,j) = Yok 2ie_L ok Ll j) (4.2.24)
061 = [T Tl 01 (alL) — G (@3
f(x; o, 62) = 23:(3) exp(—(%)“) (4.2.26)
_ [raye
B=atem (4.2.27)
I'(a) = [t27 e7'dt a>0 (4.2.28)
i p) = ST 4.2.29
= < 2.
exp(— (—)")
f(x;v,0f,02) = b +Br ( ) (4.2.30)
(- (—)")
BI+Br Bl
__ [ram
B =0 /m = 4.2.31)
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__ [ram
Br = 0r [t

= (B — B) 22

ra/v)y

b, = Z%L1X(i)

0 N

yN | G=D0=2).Go0)

b. = i=r+1(n-1)(n-2)..(n-r)- A

re N
l; = by
12 = 2b1 - bO

13 = 6b2 - 6b1 + bO

14 = 20b3 - 30b2 + 12b1 - bO

(4.2.32)
(83)

(4.2.34)

(43)3
(4.2.36)
(4.2.37)
(4.2.38)
(4.2.39)

Thus for each combined item, 36 factors (6 parars&teentation X 6 orientations)

are calculated, producing the next set of functions

VIDEO
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A 4
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A 4
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Y
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NRDPF-VQA
ALGORITHM
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COEFFICIENT
MODELING

Y

FEATURE
EXTRACTION

|

SCORE
PREDICTION

l

VIDEO QUALITY

Fig. 4.1. Video Quality Assessment using NRDPF-V&lgorithm.
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The above block diagram shows that the proceduraidage of the NRDPF-VQA
criteria in picture quality analysis shown in fi@.1l. Finally, Video quality score is

measured using this criterion.

SUPPORT VECTOR REGRESSION

TRAINING SPATIAL AND TEMARAL TRAINED
VIDEQOS MODEL

ACTIVITY FEATURE®ITH
ASSOCIATED NRDPF-YQALGORITHM

Fig. 4.2. Learning frame work

SPATIAL AND TEMPORAL

ACTIVITY FEATRES
TEST VIDEO TRAINED ::> NRDPF-
MODEL VQA

Fig. 4.3. NRDPF-VQA model frame work

A video’s temporary material using a 2D framewakdor design used to a video’s
calculated movement vectors are defined. An easyement vector evaluation a
criterion is used on n X n prevents to figure dw torresponding spatial place of
prevents in one framework in the successive framlewo time. The movement

evaluation is conducted via a easy three-step lwokcriteria. The movement

coherence tensor summarizes the prevalent movemdelines over regional

communities. The learning framework and model fraoml are shown in fig.4.2 and

fig.4.3 respectively. The 2D movement coherencesdenat a given pixel is

considered. Vertically and horizontally movementtees at pixel (i; j) respectively,

and w is a screen of sizing m X m over which tharbg calculations of the tensor is
conducted.

The Eigen principles of the movement coherenceotesmspress information about the
spatial positioning of the movement vectors witkiie screen of calculations. The
comparative difference between 2 Eigen principkesn indication of the level of

anisotropy of the local movement (in the window),how highly the movement is
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one-sided towards a particular route. This is ssgfcdly quantified by the coherence
evaluate wher@; and), are the Eigen principles of the movement coherégesor.

The design records for the scale of movement. iBhealculated simply as the method
of the movement vectors between every two successipports. The mean of the
method is calculated across video clips series @w®tl as a function during the
ranking forecast stage. A good NVS (natural vidatistics) design should catch
regular and foreseeable mathematical actions adnicgvideo clips based on HVS.
Such designs could be used to evaluate the lewdistfrbances in movie alerts since

disturbances may obviously change these reseafthes et al., 2009).
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Fig.4.4. Probability for DMOS using NRDPF-VQA modehly H.264 format)

In the following, it recommend an NRDPF-VQA designstructure variations that is
indicated and determine a variety of perceptualhprapriate functions that are
produced from the design factors. It starts by @&xghg NRDPF-VQA design

coefficients of distortion patch features variasiort talks about the movement
research procedure and how it is used to bodywéhghtactors of the spatio-temporal
design. The probability plot for DMOS using NRDPEX model for H.264 is

shown in fig. 4.4.
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Consider video clips series containing M suppoeach structure listed (i + 1) is
deducted from structure leading to difference-frameach distinction structure is
then portioned into n X n patches or prevents. ddefficients from prevent in each
distinction structure are made as following a gah@&aussian possibility submission.
Given a movie structure, there are n X n preveetssfructure, each containing nXn
regularity coefficients. Thus each of the n X nulagty coefficients in prevent
happens n X n periods per difference-frame. Theéopram of each regularity
coefficient from all n X n areas with a paramesalidity operate is fitted in each
distinction structure. It may be noticed that theefficients are symmetrically
allocated around zero and that the coefficient dvdlvals at different wavelengths
display different stages of peakedness and dis&ilaboout their assistance. This
encourages the use of a group of withdrawals thatlves a variety of end actions.
This depiction is generally different between oligandeo clips and altered ones. The
NRDPF-VQA method is designed to catch this matheraladlifference and evaluate
it for perceptual movie quality ranking forecastMDS response for H.264 format
using LIVE database is shown in fig.4.5.

Each n X n matrix of shape-parameters per distincsiructure is portioned into three
sub-bands as portrayed, where the remaining groafthms to shape-parameters
modeling low-frequency coefficients, the center tipan matches to mid-band
wavelengths, and the reduced right partition matdbehigh-frequency coefficients.
Estimate a percentile regular of the form factoes Ipand, the mean of the biggest
10% of the form factors per group is calculatedudfor each structure distinction,
the following mathematical functions are computEdtenth-percentile low regularity
group form parameter, 2) tenth-percentile mid-b&man parameter, and 3) 10th

percentile great regularity group form parameter.
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Fig. 4.6. DMOS response for 36 features for H.26e format

To track temporary modifications in the common earication of differenced movie
frames, the distinct temporary mixture of the comrstrength per movie structure is
also calculated. The DMOS response for 36 featb@eshart for H.264 video format
in LIVE database is shown in fig.4.6. This is a gilenmeasure of sudden regional

changes which may occur from various temporaryudisinces that result in regional
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4.3. Performance Analysis of No Reference Video Quality

Given a database of distorted videos and assodiat@ddual decision, the extracted

features are used to practice a straight line kesmeport vector regressor (SVR) to
perform movie quality ranking forecast. The tempwpracale of the process by

producing temporary ratings in two ways: 1) by p@dg ratings on an instantaneous
(frame) foundation, and 2) by developing qualityings over 10 second durations.
Since DMOS ratings on VQA databases are usually mgorted for complete movie

segments (10 seconds), the NRDPF-VQA method appled structure foundation

against the distorted movie for individual ratingsthis way it is possible to practice

the SVR to generate structure quality ratings. &ctbje DMOS ratings were used to
practice another SVR to predict quality ratingsro¥® second movie durations. In

both cases, a straight line kernel SVR based orexeeution was used to perform

quality ranking forecast. The results are tabulatetiable 4.1.

Table 4.1: Median SROCC correlations on every fdssiombination of train/test set
splits (subjective DMOS vs NRDPF-VQA DMOS) for H26ideos. 80% of content
used for training

Type Method

D_Of [PSNR] SSI [VOM | STMAD | MOVIE | RRE | VIDEO- | NRDP
Istortl M D BLIIND | F-
on S VQA

MPEG | 0.667 | 0.786 0.828 | 0.9484 | 0.928 0.809 0.882 0.9514
-2
H.264 |0.714 | 0.762 | 0.828 | 0.9286 | 0.904 0.885 | 0.851 0.9312
Wirele | 0.680 | 0.714 0.714 | 0.7976 | 0.800 0.771 0.802 0.8124
SS
IP 0.660 | 0.60Q0 0.770 | 0.7143 | 0.788 0.771 0.826 0.8436
ALL 0.671 | 0.650[ 0.745 | 0.8250 | 0.807 0.826 0.821 0.8514

4.3.1. Introduction

A database of altered video clips and associatedahudecision, the extracted
features are used to train a straight line keroglpert vector regressor (SVR) to
conduct movie quality score prediction. The temppracale of the process by
producing temporary ratings by producing temporatings on structure angles and
by developing quality ratings over 10 second iraer%ince DMOS ratings on VQA

data source are usually only reported for comptetgie segments of 10 seconds, it is
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tested in the SVR to generate structure qualiipgat Subjective DMOS ratings were
used to predict quality ratings over 10 a few motsiemovie intervals. The results
are shown in fig.4.7 (a - g) for H.264 movie formath 10 frames.

|
,,..'—'-‘

(d) (e)
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(9)

Fig. 4.7. Video frames (images) from (a) to (& eonsider for H.264 Video with
low bit rate.

4.3.2. LIVE VQA database

LIVE VQA database is used to test the performarfddRDPF-VQA criteria, which
made up of 142 movie clips in different categofiks MPEG-2, H.264, wireless, IP.
Out of which, it tested using H.264/AVC format mewlips. Each of the distortions
movie clips has an associated difference mean apiricore (DMOS) which
symbolizes the very subjective quality of videgclsince NRDPF-VQA strategy, to
make sure that the revealed results do not relyeatures produced from known
content, which can synthetically enhance efficienEurther, this unique analyze
process LIVE VQA database, in order to remove ifficy prejudice. The
experimental setup is shown in fig.4.8.

To create a set of altered movie clips for the asd® eight uncompressed raw
resource movie clips of quality that are freely ikde for researchers from LIVE
database. This material has previously been usedsasirce material in the LIVE
movie quality evaluation Data resource, which ig@otly a popular database used to
test the performance of VQA methods. The moviesclised in the research are all
naturalistic, meaning that they were taken with own digicam under common
conditions with as little disturbances as possilblgese organic movie clips are also
free of synthetic material, such as graphics, at@thayraphics, text overlays or
computer customized data. The features that extraot these movie clips obtain
from perceptually relevant organic scene figurdgies These kinds of designs have
been used to understand and explain certain prepat visible perception to model
disturbances processes in images and videos fonaémgical innovation quality

evaluation methods.
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VIDEO DISTORTED QUALITY
DATABASE > VIDEOS > METRIC
Spearman
NRDPF-VQA Correlation Coeffiote
ALGORITHM
Quality Index

Fig.4.8: Testing process for all video databases

Video clips were shot using a professional movigicdim and are recorded in
aYUV420P format, without sound. While the relatibipsbetween movie and sound
has been analyzed, and certain results may be tnade such perform, do not
attempt to research the connections between the hve, choosing instead, to
research the visible losslessness of movie clipg ¢m isolate the effects of pressure
on visible experience. Given the development oflamadesigns for sound, along with
the designs of audio-visual connections, audiowibiessless pressure measures are
logical progresses of this perform.

The video clips were down tested from 1280 x 72@ tguality of 768%432, using
MATLAB’s imresize operate which uses bicubic inteliggion. This was done due to
source restrictions based on the video card angribeesser utilization. To make the
altered video clips, the referrals encoder for ¥/2&/C used. Each video clip was
compacted using eight different bit prices, testedsistently on a log scale: 0.5,
0.6198, 0.7684, 0.9526, 1.1810, 1.4640, 1.1815022R800 Megabyte per second.
The bit amount variety choice for this research \wase based on a small set of
(different) video clips compacted over a bigger eétbit rates. The guideline
information of the H.264 encoder was used for pnessvith an I-frame period of 16
and with the rate-distortion marketing choice akolw Three piece categories were
used per structure with 36 macro prevents per @ecean allocated versatile macro
prevent purchasing method. While different thestois and learning their results on
visible quality stay of interest, in the existingmk, learning the VL limit as operate

of the bit-rate is limited.
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4.3.3. Comparison with existing Algorithms

Once the (binary) choices were gathered from eaeh, @ mathematical research to
calculate the VL limit for each of the video clijgsconducted. VRDPF-VQA test for
equivalent medians to assess whether the submisdiaatings allocated to the
compacted movie had an average value similar toahthe ratings allocated to the
video. However, to account for human prejudice, thecomes with subjective
outcomes are compared. In situation the withdrawadgch (in the mathematical
sense of their medians matching) then the compantade is assumed VL, else the
topic is considered able to understand the dishod®m The results are shown in
fig.4.9.

The most of the videos were able to properly assiessaltered movie from the
distorted—reference couple whereas verdict wasugnigjhe zero speculation was that
the two withdrawals (compressed-video ratings armd-Réference video scores)
come from withdrawals with equivalent medians. Thacomes of such research
carried out at the 95% stage of assurance are frezach of the video clips. A ‘0’
in the table indicates that the zero speculatiomotibe refused at the 95% stage of
assurance, which indicates that the compacted mesvperceptually identical to the
referrals movie. While this might be due to smalinber of topics who took part in
the research, it is also possible that the bitsraged did not entirely period the range
from VL to completely obvious for these materidtsall video clips, the biggest bit-
rate corresponding to a ‘1’ is used as the VL &ier The results are shown in
fig.4.10. However, video is already at the VL stage bit-rate of 0.5 Megabyte per
second, and hence 0.5 Megabyte per second is evedids the VL limit for this
video.
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SROCC OF FEATURES WITH DMOS FOR H.264

0 5 10 15 B 2% BN B 4
FEATURE NUMBER

Fig.4.9. SROCC of features with DMOS for H.264 esrfeature number
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Fig.4.10. Comparing all existing NR-VQA methodsmNRDPF-VQA method

4.3.4. Results and Discussions

While using a probabilistic structure for disturbaa category where the prospect of
movie being altered with a particular disturbandag, just as an evidence of how
excellent functions used in the structure act atuthances identifiers and also which
disturbances are misclassified with which ones. &heh access in the matrix is the
mean across video database. Database that H.26454\Cture is examined with
other types. Also, MPEG-2 and IP are also examingdite-noise and Cloud are
relatively more effective in recognition and usyaWith other disturbances. The

results are shown in fig.4.11.
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Fig. 4.12. 10 frames sample for H.264 video format
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LIVE VQA database is used to analyze the efficicotiNRDPF-VQA criteria, which
made up of 142 video clips in different groups IMPEG-2, H.264, Wi-Fi, IP. Each
of the distortions video clips has an associatetirgition mean viewpoint ranking
(DMOS) which symbolizes the very subjective quabfythe video clip. The results
are shown in fig.4.12.

Since NRDPF-VQA strategy, to make sure that theakd results do not rely on
features produced from known content, which carthstically enhance efficiency.
The results are shown in fig.4.13. Further, tmgue analyze process LIVE VQA
data source, in order to remove efficiency prejedi€hompson Multiplier PSDE
values for the videos from (a) to (h) and corresipag SROCC values with respect to
bit rate is shown in fig.4.14. The Results of 2eMftative Forced Choice (AFC) task

is shown in table 4.2.

(b)
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(9) (h)

Fig. 4.13. Video quality index performance for stbel database for testing from
(a) to (h)
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Fig.4.14 Thompson Multiplier PSDE values for the videosiira) to (h) and
corresponding SROCC valuéh vespect to bit rate

Table 4.2: 2-Alternative Forced Choice (AFCktas

.25

Selected VIDEO (Mbps)

VIDEO 050 | 0.62| 0.77| 0.95 118 146 181 2.1
VIDEO a 1 1 1 1 1 0 1 0
VIDEO b 1 0 1 1 1 0 1 1
VIDEO ¢ 1 1 0 1 0 1 0 1
VIDEO d 0 1 0 1 1 0 1 0
VIDEO e 1 0 1 1 1 1 1 1
VIDEO f 1 1 1 1 1 1 1 1
VIDEO g 1 1 1 1 0 1 1 1
VIDEO h 1 1 1 1 0 1 0 1
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4.4. Low bit rate Video Quality Analysis Using NRDPF-VQA Algorithm

Having mathematically examined the VL limit, it ¢dwsimply have mentioned the
VL bit-rates, depending on an irrelevant categapehding on movement or spatial
action. However, a simple human category may bdeigaate to address the general
situation where a formerly hidden movie is to barmained to instantly draw out a VL
limit. Hence, as an initial step, the video clipe avaluated by getting actions of (1)
spatial action and (2) temporary action, which USB®PF-VQA to create an criteria
that is capable of forecasting the VL limit for @rherly hidden movie. The video
guality assessment for H.264 videos of Vignan Ursig (VU) database results are
shown in fig.4.15. Spatial action is evaluatedha guantity of difference in the field,
while temporary action is evaluate of the quantitynovement. Both of these are

related to perceptual covering up and hence, tortiiens exposure.

Table 4.3: Ground truth and NRDPF-VQA for video}, (&), (d), (f) and (g) from
LIVE VQA database (only selected).

Selected Videos

Model

a c d f g
Actual 0.9500 1.4600 1.1800 1.1800 0.500
VL bit-rate 1.0923 1.2651 1.1981 1.0189 0.936
NRDPF-
VQA 1.0021 1.3642 1.1842 1.1792 0.6245
(Proposed)

The steerable chart breaking down is an over fimiglvelet convert that has been
commonly used for explaining the research of natpretures, for picture quality
evaluation. The steerable chart breaking down a&@lder a multi-scale multi-
orientation breaking down just like that which igpbthesized to happen in area of the
main visible cortex.

Each structure of video clip is decomposed usimgdieerable chart breaking down
over eight orientations. Formerly, it has confirmdt NRDPF-VQA is an excellent
evaluate of spatial action in video. Group sucadlyspass narrow coefficients of a
low action sub-band have bigger kurtosis valuedthko most coefficients having
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near zero principles resulting in possibility subsion to be peaky. Evaluate of action
is simply the mean kurtosis value across sub groups

Thus, the execution of the compressibility catalogH.264 includes a SVM that
regress actions of spatial and temporary actioa arttit-rate corresponding to the VL
limit for that movie. The H.264 Visually Lossles®i@pressibility is the first criteria

that forecasts VL limit bit rate for H.264 compredsnovie clips.

(a) Q=5.7814 (b) Q=6.8426 (c) Q=7.9426

Fig.4.15. Quality scores for Vignan University dzae for H.264 videos

4.5. Summary

H.264 Innovative Movie format is conventional fadeo programming that defines a
structure or structure for compacted video or ahw@bf understanding this structure.
It provides a set of resources or methods that lmarused to provide effective,
versatile and effective video compression for aiergrof programs, from low-
complexity, low bit rate mobile video applications high-definition transmitted
services.

NRDPF-VQA analyzes H.264 video format based on HuMigsual System features
and efficiency of proposed method performs goodltesompared with other NR-
VQA methods. Finally, No Reference Distortion Patébatures Video Quality
Assessment algorithm for H.264 videos based on huvhsual System is developed
[A-7], the Low bit rate Video Quality Analysis UgmNRDPF-VQA algorithm [A-1]
is studied, and the visually lossless level Vidagal)y Assessment using NRDPF-
VQA algorithm [A-2] is studied.
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5. CONCLUSIONS AND SCOPE FOR FUTURE WORK

5.1. Conclusions

The main contribution of this work is to implemennew approach for no reference
image and video quality assessment based on huisaal \system especially for
JPEG2000 and H.264 formats. A method of No Referddistortion Patch Features
Image and Video Quality Assessment (NRDPF-IQA/VQdgsign technique is
proposed for image/video quality assessment usistprton patch features and L-
moments. A better connection with human decisiorpiofure quality is achieved
when distortions vary from natural scene statistcslels. The algorithm quantifies
the naturalness in the image due to presence tifrtiliss. The designed frame work
is in spatial domain, simpler and faster which nsalkesuperior to other no reference
algorithms.

However, NRDPF index has been shown to perform a@ibss different distortions
verifying its distortion agnostic nature. An exhiwes analysis of performance is done
using LIVE and Vignan University databases for ie@@nd videos. The technique is
effective and even performs better when only littieof training data is available for

learning the structure.

5.2. Contribution to the Knowledge base

In this work, an effective technique is developedevaluate the image and video

quality. The principal contributions are determirasdfollows.

1. A novel approach to implement the No Referenistdition Patch Features Image
Quality assessment algorithm based on Humaravystem is designed.

2. An algorithm for No Reference Image Quality Asssaent for JPEG2000 images
based on Human Visual System is implementeceapdrimented using available
databases.

3. The performance of No Reference Image Qualisgtban Human Perception is
analyzed.

4. The informal complexity analysis of Image Quabased on HVS is studied.

5. The No Reference Distortion Patch Features Vigeality Assessment algorithm
for H.264 videos based on Human Visual Sys&emplemented and experimented

using available databases.
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6. The Low bit rate Video Quality Analysis Using RRF-VQA algorithm is
achieved using the H.264 videos.

7. The visually lossless level Video Quality Asseeat using NRDPF-VQA
algorithm is achieved for low bit rate videos.

There are many challenges remaining to be resoivtte field of no reference image
and video quality assessment methods. There isla sdope for the development of
improved reliable image/video quality metrics. Fexample, post processing effects
and scaling the video in the temporal, spatial NRSlimension in conjunction with
display on wide range of devices, call for new wvidguality assessment methods.
Furthermore, the notion of video quality is curterteing broadened to the notion of
Quality of Experience, which encompasses the camptontext of the video
consumption experience. The results show thatpgréormance of the developed
design is excellent in both image quality evalua@md video quality evaluation. The
developed video quality evaluation technique islwalted to the real-time cellular
video applications, such as the videophone andlaellPTV.

The current design only concerns the frame of videxterial but does not consider
the impact of the total video quality. Further pemiance should include the
development of a more precise way to explain cotapledeo. A thorough
assessment of the NRDPF-IQA/VQA collection with aets to relationship with
personal knowing is done and verified that NRDPRA-Ifar better in statistics than

FR PSNR and SSIM as well as incredibly competitovall NR methods contrary to.

5.3. Scopefor Future Work

The participation in this work can be utilized gmdlonged in various ways. One can
use this work as a methodical literary works eviaumato execute comparisons on a
type of NR techniques using the same image or vaedyze database to emphasize
the state-of-the-art. Furthermore, this evaluattan be very useful for the beginner
researchers to accomplish a small yet compreheosiee/iew of quality assessment.
The contribution to be important for upcoming as@édyand development in NR
quality evaluation is anticipated. Moreover, a [jaesupcoming work is to study the
contributions for audio-visual quality evaluatiomepdnding on NR paradigm that

offers with FR techniques of audio-visual qualityakiation.
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Upcoming works will concentrate on an expansiothefpresent database in order to
consist of disturbances due to jitter and delayufeudirection of the work is to utilize
the recent developments in color perception in Huenan Visual System models.
Also, further research on the impact of the ecalalgcircumstances over the results
of the subjective tests will be conducted, conaimtg on the cellular situation, where

the evaluation of video quality at spatial domaimiore genuine.
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